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Nowcasting Israel GDP

Using High Frequency Macroeconomic Disaggregates

Gil Dafnai and Jonathan Sidi

Abstract

This paper presents a dynamic nowcasting model for Quarterly GDP in Israel.
Currently, monetary policy in Israel is evaluated and updated on a monthly basis.
The recent GDP figure is, however, unavailable for monetary policy makers, at the
Bank of Israel, at the month following the end of the quarter, due to a six-week lag
of the GDP data publication.

The aim of this nowcasting project is to derive "flash" estimates of GDP at a
four-week lag, in order to gain four weeks in terms of data availability when
updating the interest rate. This is done by utilizing the information contained within
a large group of monthly indicators that are available at the relevant date.

Indicator selection, from a pool of these high frequency series, is applied
through a variety of dimension reduction techniques. The ability to apply these
techniques while conditioning them on the predicted indicator will be examined
and discussed in this article.

The Elastic Net is found to be the most comprehensive model selection
technique, generating the lowest mean absolute forecast error of only 1.62%. In
addition, the Elastic Net successfully captures the timing and magnitude of the
2008-2009 economic cycle. Notable variables that have model inclusion
persistence are: The Price of Oil, Employers Survey, Purchasing Managers Index,
Industrial Production Index, and Employed Persons Index in Manufacturing of

Electronic Motors, Components, and Transport Equipment.
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Part I
Introduction

1 Background

Central Bank assessments of the current state of the economy play a vital
role in the conduct of monetary policy. However, providing an accurate as-
sessment of economic growth in real-time is a challenge that many central
banks have to overcome. The challenge is found in the delay between the
end of the quarter and the publication of the GDP data. In Israel, quarterly
GDP is published at a six-week lag off the end of the relevant quarter.
Many attempts have been made to create real time projection models for
the quarterly GDP figures based on monthly indicators that have a short
publication lag, e.g Zheng and Rossiter, Central Bank of Canada, (2006)
[18]. The aim of this paper is to present variable selection methodology from
various fields other than economics, as to test its application in generating
real-time estimation of the current quarter GDP.

We use a large sample of different monthly indicators which are chosen ac-
cording to their timing of publication, in order to nowcast quarterly GDP.
An indicator will enter the initial set of explanatory variables only if it has
at least a value for the first two months of the projected quarter.

Since the number of monthly indicators is larger than the number of ob-
servations there has been extensive application of dimension reduction and
variable selection techniques via Bridge Equations. These techniques project
quarterly data through monthly variables. Many of the previous papers in
the field applied Factor Analysis, e.g. Angelini et al. (2008)2] and Banbura,
Giannone and Reichlin]3], largely following Giannone, Reichlin, & Small,
(2007)[10]. Table 1 shows the different methods applied in the leading cen-
tral banks and research centers. This paper will approach the problem from
different directions, comparing five different approaches of dimension reduc-
tion and variable selection in order to select the optimal model for projection.



Table 1: Variable Selection Methods Applied in Leading Central Banks

. . Number of
Organization Method Variables
Simple bridge equation
Bank of Canada with backward selection 30
ECB (ECARES) 200
Central Bank of Ireland | Bridge via Factor Analysis 41
Central Bank of Portugal 45
Bank de France Bridge via PCA Business surveys
Model Selection via:
This Research PCA, SPCA, 155
LASSO, Elastic Net

Following Klein and Sojo (1989)[13] we use Principal Component Anal-

ysis (PCA) to reduce the dimensionality of the dataset. Since PCA does not
set to zero any of the coefficients in the principal components we also apply
Sparse PCA | Zou et al. (2004) [19]. This method was constructed to improve
the inference ability compared to the PCA method. These methods have a
serious drawback since they do not incorporate the target variable, i.e. the
quarterly GDP, into the dimension reduction procedure. To accommodate
this drawback we also examine the application of two new and promising
variable selection techniques: Least Absolute Shrinkage Selection Operator
(LASSO), Tibshirani (1996) [17] and the Elastic Net, Zou and Hastie (2003)
[20]. Both techniques were developed to address variable selection problems
in the field of Bio-Informatics, and both select variables correlated to the re-
sponse variable by setting constraints on the coefficient of the Least Squares
problem.
We find that Elastic Net and LASSO indeed improve the proficiency of now-
casting when compared with both unconditional methods (PCA and SPCA)
and univariate multiple regression. We also find that the price of oil, pur-
chasing manager’s index, employer’s survey, industrial production index, and
employed person’s index in manufacturing of electronic motors, components,
and transport equipment are the variables with the highest probability to
enter the final set of the projection model.



2 The Problem

Modern day econometrics attempts to construct models that represent eco-
nomic processes by defining a set of variables and a set of logical and quantita-
tive relationships between them. Economic models use structural parameters
to create various desired properties of interest. Assumptions pertaining to
the relationships between the structural parameters are based on previous
research or on widely accepted economic theory.

In this paper we attempt to predict the percent change of the current quarter
GDP through the application of nonparametric and semi-parametric dimen-
sion reduction methodology, in order to identify underlying structures in
large data sets. The advantage in this approach is two-fold:

1. Minimizing the use of confining structural assumptions on the data.

2. The common properties are deduced from within the data.

We define the general set of variables as ¢, which consists of the relevant
monthly time series w! up to date d: Q% := {wl|wf, ..., wh}.

Due to different publication lags in the data we redefine Q¢ as two different
subsets: Q7 and Q5', where QF = Q" U Q. Q7 contains monthly series
which have values up to and including the last month in quarter ¢, and
(27" contains series in which one month is missing. We forecast the missing
month in 5" series using Holt and Winters Exponential Smoothing. Once
this preprocessing is complete a ”bridge regression” can be run, which utilizes
the higher frequency monthly variables to forecast a lower frequency of the
dependent variable, the GDP.

While there are a number of candidate goodness of fit statistics to compare
the out of sample efficiency of each method, we apply the Mean Absolute

Forecast Error (MAFE). We define the MAFE as = 37" | \GDP1 — GD P,

denoting the current quarter forecast, i.e. nowcast, of the GDP as GDPu.
The reason for choosing this statistic instead of the Mean Square Error or
the Root Mean Square Error is due to the presence of a possible outlier
observation in the published GDP. The robust nature of the MAFE enables
us to produce a comparison of the methods without removing the problematic
observation from the dataset, while preserving the original units.



Part 11
Data Selection & Preprocessing

3 Indicator Selection Methodology

The general set of indicators, 2%, is compiled of indicators in the general
monthly appendix that is used in monthly meetings in the bank in addition
to past research [10] [2] [18]. In total there are 140 domestic indicators and 15
global indicators!. These indicators are characterized by their availability and
stability. The availability of monthly data received from the Central Bureau
of Statistics (CBS) in comparison to the target meetings, determines the
number of indicators included in the initial set. Figure 1 depicts a stationary
time line illustrating the indicator publication chronology from the Central
Bureau of Statistics.

Figure 1: Central Bureau of Statistics Publication Timeline
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IThe full list of indicators and their description can be found in Appendix B.2 9




Indicator selection occurs twice:

e Structural Criteria
The initial selection occurs prior to data transformation fulfilling two
conditions:

SC(a). Minimum history of series is the first month of 1998, 1998m1.
This condition is set to allow for a large number series that have
been recently generated through surveys.

SC(b). At most one month missing from the current quarter.
This condition is set to minimize the variability of forecasts to the
original series.

While the algorithm can be run up to twelve days prior to the end
of the relevant quarter, the number of variables that have up to one
month missing is too small and they all have to be extended to a third
month to complete the quarter. Currently, running the algorithm prior
to the end of the quarter has shown inferior results, and will be focused
upon in further research.

Defining the resulting data set after the first selection procedure as:
O = {& € Q7 : & fullfils SC(a) and SC(b)}
e General Information Criteria:
The indicator accounts for a high proportion of the total variability in
Q4.

Defining the resulting data set after the second selection procedure as

O = {¢ € O : ¢¢ fulfills General Information Criteria}

10



4 Data Preprocessing

Data transformation w? = f (@d) is applied in order to begin the secondary
selection procedure given that all the indicators are seasonally adjusted and
have the same end point. In addition we remove any trend from the data
through log differencing and standardize each series.

1. Seasonal adjustment is carried out on all series using X12-ARIMA. The
specification file uses the default SARIMA model selection procedure,
automatically finds outliers from 1999 to the end of the sample, and
the Jewish calendar and trading days are exogenous variables in the
model. This is done in order to transform the data to be as similar as
possible to seasonally adjusted data of the CBS.

2. Different publication lags for each indicator causes jagged edges in the
data, i.e. different end dates from series to series. The Holt and Winters
exponential smoother is applied to each indicator that is missing the
final month in the current quarter. The estimates for the additive
coefficients of each series are estimated? 3.

3. The log-difference of each seasonally adjusted series is calculated.

4. The percent changes are standardized.

Part II1
Methodology

The importance of dimension reduction techniques in modern statistics can
be dated back to R.A. Fisher. Fisher is responsible for laying the foundations
for modern theoretical and applied statistics. In an article published by
Fisher in 1922 [8] he defined one of the main goals in statistics as:

b

the objective of statistical methods is the reduction of
data. A quantity of data...is to be replaced by relatively few

?Estimation was done using the BFGS optimization routine.
3The option to forecast the missing month using X12-ARIMA was not applied in this
paper due to technical issues found in the use of EVIEWS 6.0 for seasonal adjustment.
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quantities which shall adequately represent...the relevant infor-
mation contained in the original data.”

Further paraphrasing Fisher’s 1924 [9] text he stated that the variables
that are employed as predictors must be chosen without reference to the vari-
able of interest, e.g. current quarter GDP. The article concentrated on the
subject of transforming an "n < p” into an "n > p*” without the dependency
of the transformation on the response variable.

In conjunction with Fisher’s articles other researchers formulated methods
of dimension reduction, inluding: Adcock (1878) [1], Pearson (1901) [15],
Spearman (1904) [16], Hotelling (1933) [11]; which are today known as Prin-
cipal Component Analysis (PCA).

The study of principal components in regression is a case in which the vector
of predictors is reduced prior to the regression on the response variable. This
is predominantly done in order to mitigate the effects of collinearity and to
facilitate model specification by allowing visualization of the regressors in
low dimensions, Cook (1998) [4]. Additionally it provides a parsimonious set
of predictors on which to base interpretation, Cook (2007) [5].

As Fisher stated in his 1924 article, these methods are solely transformations
on the explanatory variables. This is the main drawback of dimension re-
duction when applied to regression. It may be possible to contain the same
information in a subset of M leading principal components as in the popu-
lation set, but their relationship to the response variable is not addressed.
Moreover, an additional drawback is the absence of a conventional method
to decide which principal components should be included in M, this was
addressed by Cox [6]:

7 A difficulty seems to be that there is no logical reason why the
dependent variable should not be closely tied to the least impor-
tant principal component.”

To overcome these inherent problems in the application of principal compo-
nents in regression we use sparse regression methodology, [17] [19], to redefine
the PCA model as a least squares model, i.e. the Elastic Net.

In the following subsections we define the methods described above begin-
ning with those that are not conditioned on the response variable,[5.1] and
[5.2], and then discuss the methods which condition the data reduction on
the response variable, [6.1]-[6.3], a flowchart in Figure 2 describes how each
method is applied in order to identify the final variable set ©¢.

12
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Methods Selection Methods

| |
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1. Selected Latent Variables
2. Two Component Norm
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Intermediary Fmal
Step Stap-

Figure 2: Flowchart of Methods Applied

5 Unconditional Methods

5.1 Principal Component Analysis

Principal Component Analysis (PCA) is a standard tool in modern data
analysis. Its application can be found in a number of diverse fields from
Computer Graphics to Neuroscience. This is because of the simple non-
parametric method it uses to extract relevant information from condense
data sets. The subsequent section will provide the basic intuition behind
PCA, after which it’s utilization concerning nowcasting will be explained.

5.1.1 Background

The objective of PCA is to find a linear transformation that reduces the di-
mension of a multivariate sample X, defined as: X;,X5,...,X}, into X,
where ¢ < p. The transformed set has the following desirable properties:

1. The elements of X are uncorrelated.

13



2. Each element in X should account for as much of the combined variance
of the elements in X as possible. X is selected so as to minimize
redundant information in the latent variables by maximizing variance
of the relevant variables in the data, thereby minimizing information
loss.

The objective of PCA is to minimize the target function F(-), where
F(-) = c!Re; subject to constraints:

max c Re; (1a)
st(1) el =1 (1b)
st.(2) ¢ Ciiy=(0,0,...,0) =0}, (1c)

In this problem we define R as the standardized covariance or correlation
matrix where the vectors ¢; are the solution to the maximization problem.
The formulation in (1) gives an intuitive insight into the main purpose of
PCA, which is to find the directions which maximize the variance in X.
Notice that (1b) is necessary in order to ensure the problem to have a finite
solution and (1c) assures that each successive solution ¢; is orthogonal to all
the previous solutions, C;_; .

A practical solution to (1) is through the use of Singular Value Decom-
position (SVD). SVD allows us to take any matrix X and decompose it into
the eigenvalues and eigenvectors.

Defining the SVD of X as

XV =UA (2a)
X = UAV? (2b)

We define two orthogonal matrices U and V, and a diagonal matrix A.
The construction of Diag(A) is of the form (oy...0,,0...0), where oy > 09 >
... 2 0p. The columns of U are called principal components of unit length,
and the columns of V are the corresponding loadings of the principal com-
ponents, i.e. each V; are eigenvectors of matrix R, defined R = X'X. By
applying some linear algebra:

14



X = UAV? (3a)

X'X = VAU'UAV' = VA?V? (3b)

tr(X'X) = tr(VV'A?) (3¢)
p

tr(X'X) =)\ (3d)
=1

In (3d) we conclude that \; are eigenvalues of R, furthermore they rep-
resent the variance of R along a given V;. This is due to the fact that
| Xv|2=\; = o2. After we solve for the eigenvectors we can use them to
change the base of X to the orthogonal base X:

ViXt=X (4)

5.1.2 Application in Regression

In regression there are many cases in which there are more variables, p,
than observations, n. In these cases, PCA is used in order to create new
variables, the latent scores X as described above, which are used as the
observed variables in the regression. This is done to decrease the effects of
collinearity and simplify the interpretation of the regressors in the model.
We test three methods in the use of principal components in multivariate
regression. The first uses the leading principal components as independent
variables in regression, while the other two apply variable selection from
within the components.

Selected Latent Variables

Defining the subset ©¢ consisting of q principal components. The num-
ber of components may be set equal to the number of components that
their corresponding A is greater than some Ay. The level of Ay used in
this method was set at 0.7 [12]. The use of the components in now-
casting is less favorable because the components used are linear com-
binations of all the variables in Q¢. Using such a large set for policy
decisions is not practical.

Two Component Norm
In this procedure the norm of the first two principal components from

15



each variable is calculated and then sorted in ascending order. This is a
naive variable selection procedure because it only utilizes the first two
components. The maximum variation that can be explained is %ﬁ‘:
Within this portion of the total variance we are choosing the subéaz of

variables that have the largest weights.

Algorithm 1 Two Component Norm
.|| Define V' = [vyvs]

Calculate by rows Q = ||V||

Sort Ascending Q

8
0 = U Qj
j=1

Iterated Component

This variable selection method, introduced by Jolliffe (1972) [12], forms
a subset of K independent variables for multivariate regression using
principal components. A subset of the first K components is formed
by setting a constraint A > Ag, for a given A\g. The same level of A,
was used as in the classic approach (0.7). The variable with the largest
coefficient in Ky, the component with the largest eigenvalue, is placed
in subset ©¢. Then iteratively one variable is chosen which is associated
with the remaining K-1 components under consideration and which has
not already been placed in 6.

Algorithm 2 Iterated Component
Define Ag
if A; > A¢ then PC; € K i=1.P
v; = arg max (K)
v € e
for k=2 to length(K)
v; = arg max (Kj)
if U ¢ @d
then add to ©4
else check next largest v;
end if

next

[ S—
— O

16



5.2 Sparse PCA
5.2.1 Background

In the previous section we discussed different methods to identify variables
after applying PCA to the data set. The main drawback of PCA is that
the loadings are inherently nonzero. This makes it difficult to interpret PCs
when applying it to large data sets. In the following section we will describe a
technique that produces modified principal components, i.e. sparse loadings.
This will be done by formulating the PCA optimization as a regression-type
optimization problem, and imposing two exterior penalty functions on the
regression coefficients.

5.2.2 Formulation

The application of this algorithm on principal components was first intro-
duced by Zou, Hastie, and Tibshirani, 2004[19]. The exterior penalty func-
tions are defined as:

P
1. Lj-norm constraint: P(-) = Y |8
j=1

This constraint effectively act as a scaling parameter on the solution
to the minimization problem.

p
2. Lo-norm constraint: P(-) = > ’5’2
=1

The Ridge penalty/Tikhonov regularization is a well known method
for reducing variability of coefficients in a regression through the bias-
variance trade off. This constraint allows for highly correlated coeffi-
cients to be grouped together.

The PCA problem (2) can be viewed as a simple regression problem with
a ridge penalty, where X; is the i-th row vector, a(,.x), Bpur), and YA > 0
we derive:

(&, B) = argmaxz 1X; — aB'X;|* + B (ba)

]
st o =TI, (5b)

17



Then we get Bi x V,; fori =1...k.

The intuition behind (5) is that if we set @ = 8 then Y |X; — aa!X;|?
then we get an alternative formulation of the standard PCA problem that
gives the same solution, under orthonormal constraints. As in the case of the

nowcasting problem setting, ”p > n”, requiring A > 0 ensures (5) yields the
exact PCA solution.

Finally defining the SPCA problem by adding the L;-norm constraint to
(5) in order to obtain sparse loadings.

pca coef ficient calibration

- ~N

n k "k B
(4, 8) =argmax > [X; — af'X;P + XY I8P+ D MlBih (6a)
i=1 =1 =1

a?/B

st. |a)? = I (6b)

The different A, ; are allowed for penalizing the loading of different PCs,
and the ridge penalty is constant over all k components.

While Sparse PCA is a marked improvement in the ability to interpret
the loadings in comparison to PCA the method lacks the qualities we are
aiming for as a tool for model selection in nowcasting. The main drawbacks
to this method are:

e To form sparse components where no other variable selection method
. ' 4 e
is needed causes the proportion of “r—“Ttlspcd 44 decrease beyond

variance explaingca

accepted levels.

e The solution to the optimization problem is not conditioned on the
variable of interest.

18



6 Conditional Methods

6.1 Univariate Regression
6.1.1 Background

The production of real-time forecasts from univariate equations by regressing
current-quarter GDP on all variables in a general set has been used exten-
sively in central banks e.g the Central Bank of Canada.

Although this method is quite simplistic, it produces low forecasting errors
in the absence of full quarter data, we have included this method as a bench-
mark of the methods that condition the subset selection on the GDP.

6.1.2 Formulation

For each variable in the data set a univariate regressions is run on the current
quarter GDP.

GDP' = ¢+ 857 Vi, €O

A Subset of the 25 variables with the highest R7, is taken, after which a
stepwise backward regression is applied with the subset as the independent
variables and the GDP as the dependent variable. The stopping criterion,
removal p-value, in the selection is 10 percent.

Algorithm 3 Univariate Regressions
Run GDP' = ¢+ Bid,  Vay € O

Q=R? sorted in desce;’ding order
o-Ue

Run JEi:epwise Backward Regression on
GDPd = c—l—iﬁi@—i—e

The variablesTl:lat are in the final regression
make up the subset ©

While improving the simple regression by selecting a subset of the original
data the stepwise method activated on a subset of variable has two draw-
backs:

19



1. The accepted stepwise methods used do not calculate all the models
possible if there are more than eight possible variables in the model.
[12]

2. Prediction stability is a problem because small changes in the data can
result in very different models being selected.

6.2 Regression with a Tuning Parameter
6.2.1 Background

Given the ordinary least squares (OLS) formulation where target variable Y
and the estimation compromised of the training data X. The object of OLS
is to minimize the residual square error.

N
8= arg min > (i — By’ (7)
=1

There are two central reasons why an analyst would be unsatisfied with
the OLS estimators.

Prediction accuracy
OLS estimates are defined to have zero bias (BLUE) but this causes
the variance of the model to increase, therefore prediction accuracy can
be improved by setting some of the coefficients to zero.

Interpretation
In the case of a large number of predictors, we often would like to deter-
mine a canonical subset that exhibits the strongest effects, increasing
the ability to inference the results.

In an attempt to address the issues with variable selection procedures the
LASSO (Least Absolute Selection and Shrinkage Operator) was introduced
by Tibshirani (1996) [17].

6.2.2 Formulation

The LASSO solves the minimization problem (7):

4The target variable is centered prior to optimization.
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$ = argmin Z(yi —2'B)? (8a)
B
sty |8 <t (8b)

The same penalty function was used in the case of Sparse PCA, L;-
norm [1]. The LASSO tends to shrink the OLS coefficients toward zero, and
setting some exactly to zero leaving only the most important ones. This
often improves prediction accuracy, while trading off decreased variance for
increased bias.

6.3 Regression with a Tuning Parameter and a Group-
ing Penalty

As we have seen in the previous section penalizing a regression with the
Ly-norm improves OLS in sense of variability of coefficients and sparsity.
Although it has shown success in many situations, it has limitations:

1. Where "p > n” the LASSO selects at most n variables.

2. Where "n > p” , if there are high correlations between predictors, it
has been empirically observed that the prediction performance of the
LASSO is dominated by ridge regression [17].°

3. If there is a group of variables among which the pairwise correlations
are very high, then the LASSO selects only one variable form the group
and does not differentiate which one is selected.

Concerning nowcasting the third limitation theoretically makes the LASSO
an inferior variable selection method. This problem was first addressed by
data analysts who worked with micro arrays, where the number of variables
is extremely high and grouping is a desirable property. Zou, Hastie, and
Tibshirant (2004) [19] have proposed a new method called the Elastic Net,
which integrates the L;-norm and Ls-norm penalties together thus gaining
the desirable property of grouping. The Elastic Net is a convex combination
of the ridge penalty and the LASSO penalty.

5Tt should be noted that this shortcoming is irrelevant to this paper.
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The Elastic Net solves the following problem, Friedman, Hastie and Tib-
shirani (2008) [7]:

min li (i — 48 + APL() )

BeRrp+l | 2N 4
=1

where

Po(8) = (1= 3181, + Bl = Y- |50 - +alsl] (10

j=1

Part IV
Results

7 Israel GDP: Descriptive Analysis

Prior to presenting the results of each method described above we will briefly
discuss the descriptive attributes of the quarterly seasonally adjusted GDP
released by the CBS. Additionally, we will mark points of interest that will
be expanded upon in a case study following the results.

Table 2: Descriptive Statistics: Israel GDP

Israel GDP 1998q1-2010q1
Seasonly Adj. and Annual Percent Change

Std
4.50%

Median
3.85%

Kolmigorov-Smirnov (Pvalue)
47.42%

Mean
3.60%

During the sample period (1998q1-2010q1l), the economic climate in Is-
rael which was characterized by steady growth accompanied by two business
cycles that contributed to the variation, as seen in Figure 3(a). Furthermore,
we see that the published GDP is distributed normally, as we do not reject
the hypothesis tested in the Kolmogorov-Smirnov test. Although, there is
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evidence of positive skewness and elevated levels of kurtosis to the distri-
bution, as seen in Figure 3(b). Using the boxplot in Figure 3(c) we locate
possible outliers of the series at the peaks (19992 and 2000¢q2) and the gully
(2001g3) of the high tech bubble.

A case study will concentrate on the recessions marked in red® in Figure
3(a), to test how well the model reacts to external shocks to the economy.
In addition, as part of a more general test of robustness of the algorithm, we
will focus on how the model reacts to the data with and without the Second
Lebanon War (2006q3). This will test if the event can be treated as an outlier
of the published series.

Figure 3: Analysis of Distribution Properties of the Published Quarterly
GDP.

Israel Quarterly GDP, Seasonally Adjusted and Annualized
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8 Constraint Levels

The selection of the constraint levels in the optimization problems applied in
this paper is paramount in producing results with low error rates and correct

5The NBER method was used for recession identification.
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levels of sparsity. In this section we will discuss the dynamic constraint level
selection procedures applied in the general algorithm.

As part of the algorithm which solves optimization problem”, we select values
of « in the range [0.1, 0.2, ..., 1.0]. For each value of « the algorithm generates
solutions to the optimization problem between two extremes on the range of

A, [An(@), Ag ()], where:

18] = { gl A

It was found that the predictions of the GDP in the range of [Ar (), Ag(«)]

are locally robust with relation to close values of A\. On the other hand, the
variability increases when comparing the predictions between the quantiles
of [Ar(a), Ag(a)]. We use three points, designated as ¢25, ¢50, and ¢75, from
this range as representative solutions.
Table 3 shows the out of sample deviation statistic, Mean Absolute Forecast
Error (MAFE), for each level of a and A(«). This procedure is applied to
determine which constraint levels give the best out of sample results each
time the general algorithm is run. In the data tested we found that for the
Elastic Net o = 40% and A(«) = ¢50, and A = ¢50 for the LASSO produced
the smallest forecast errors.

Table 3: Comparison of MAFE for Different Levels of Constraints a and
A(a) Applied in the Elastic Net Procedure, Sample 2004Q2-2010Q1

Elastic Net LASSO
o 10%  20%  30% 40% 50%  60% 0% @ 80% 90% 100%

o 25% 1 1.91% 1.91% 1.89% 1.89% 1.92% 1.96% 2.00% 2.04% 2.09% | 2.12%
% 50% | 1.66% 1.65% 1.63% 1.62% 1.63% 1.66% 1.70% 1.76% 1.77% | 1.80%
5% | 1.73% 1.73% 1.76% 1.78% 1.80% 1.83% 1.86% 1.90% 1.93% | 1.98%

Additionally, as discussed in the previous section, the SPCA problem can
also be reformulated as an Elastic Net problem. The values of a and A are set
automatically by the algorithm® in order to solve for a maximum 20 nonzero
coefficients per component. This amount of nonzero coefficients is sufficient

"The glmnet package which solves the Elastic Net optimization problem is available for
both Matlab and R can be found at http://www-stat.stanford.edu/~tibs/lasso.html

8The LARS Matlab package, found in the same link referred to the glmnet, was used
to calculate the solution for the SPCA problem.
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to run the subsequent variable selection methods, i.e. Classic Approach, Two
Component Norm and Iterated Component, and stepwise regressions applied
in the unconditional methods.

9 Main Results

In order to asses the goodness of fit of our models we have conducted a
rolling regression of 24 periods, beginning at 2004Q2. We then calculated
the out of sample projection for each period accompanied by an identical set
of statistics for each of the methods. The statistics included are: Standard
error of the projection (S.E), Adjusted R2, Akaike Information Criterion
(AIC), Root Mean Square Error (RMSE), Durbin Watson statistic (DW)
and the Kolmogorov-Smirnof (KS) test. Table 4 summarizes the results of
the different methods by averaging each statistic over the 24 periods on which
we conducted an out of sample projection. In addition we constructed a series
called C'BSYt;,s+ which consists of the first vintage data published by the CBS
in each quarter. This will serve as our control series to compare out of sample
results. Figure [4] shows a comparison of the projected and published GDP
series within the conditional and unconditional methods.

Figure 4: Comparison of Out of Sample Projection
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Table 4 may be quite misleading at first, since it displays data from the
rolling regression which by construction takes into account the in-sample pro-
jections. Therefore, even though this table is quite informative regarding the
goodness of each model it does not provide an answer to the most important
question for this paper: Which selection method best projects the quarterly
GDP?

Table 4: Statistics of Goodness of Fit of the Selection Methods

| Method | S.E. R2Adj AIC RMSE DW KS test |
Té Univariate 3.0% 58.9% -125.6 2.9% 2.5 86.9%
£ | LASSO 35% 51.3% -1236 3.3% 26  T2.6%
& | Elastic Net 3.6% 50.8% -123.2 33% 2.7  81.3%
Z|IC 3.6% 429% -1129 34% 23 70.0%
£| TON 4.0% 295% -1046 3.8% 18  84.7%
Z | PCA: Loadings | 3.5% 46.8% -114.8 3.3% 2.5 73.5%
Z| SPCA: Loadings | 3.4% 48.8% -117.6  3.2% 2.4 74.0%

Table 5 presents the mean, median, minimum and maximum value of
the absolute error for each model over the 24 periods of the out of sample
projections. This table clearly shows that the Elastic Net, followed by the
LASSO, provides the best projection. In Figure 5 we show the distribution
of the absolute projected errors for each method.

Table 5: Distribution of the Absolute Errors Using Out of Sample Forecasts

|Method |Mean Median Min Max |

Univariate | 3.18%  3.05%  0.06% 12.99%
LASSO 1.80% 1.24% 0.10% 9.89%
Elastic Net | 1.62%  1.20%  0.00% 9.47%

Loadings 2.62%  251% 0.34% 7.13%

Unconditional |Conditional

§ IC 1.93% 1.65% 0.01% 7.13%

TCN 2.73%  2.33% 0.29% 8.29%
— | Loadings 257%  2.03% 0.01% 8.94%
vlic 1.96%  1.41%  037% 5.92%
1 TCN 297%  2.39%  0.42%  9.98%

Figure 5 is reinforced by Table 6 which shows Welch’s t test. Welch'’s t
test tests for equal forecast performance between methods. This is done by
testing the hypothesis that a pair of series have equal means, while allowing
for different variation within each one. From this table we conclude that
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the Elastic Net and the LASSO are similar to first release of the GDP in
the context of performance, while the other methods reject this hypothesis.
Furthermore, this table gives a simple method to compare all the methods
to each other.
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Figure 5: Graphical Comparison of Out of Sample Forecasts Performance

Table 6: Test for Equal Forecast Performance Between Methods

‘ Welch’s t Test (Pvalues) ‘

PCA SPCA
First Release Elastic Net  LASSO  Univariate Loading IC TCN Loading IC
Elastic Net 0.13 - - - - - - - -
LASSO 0.08 0.75 - - - - - - -
Univariate 0.00* 0.05% 0.09 - - - - - -
. Loading 0.00* 0.12 0.25 0.38 - - - - -
& IC 0.01* 0.54 0.82 0.10 0.29 - - - -
TCN 0.00* 0.04* 0.10 0.63 0.57 0.09 - - -
-  Loading 0.00* 0.12 0.22 0.52 0.82 0.25 0.79 - -
v IC 0.01* 0.46 0.72 0.12 0.35 0.89 0.12 0.30 -
- TCN 0.00* 0.04* 0.08 0.84 0.43 0.09 0.75 0.61 0.11

*Reject hypothesis that a pair of series have equal means at 0.95

Another question that is of interest to us is to what extent the density
of the results from the different models is similar to the actual GDP, and
even more importantly, whether the out of sample predictions are unbiased.
Figure 6 displays the out of sample density of each projection method. The
figure shows very clearly that the LASSO and the Elastic Net are as expected
slightly biased, though comparatively less than the other methods.
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Figure 6: Comparison of Density and Bias Between Methods

9.1 Importance of Different Series

Table 8 in Appendix B show the probability of each variable to enter each
model. We find that the conditional methods present very high consistency
over time, in contrast to the unconditional methods which showed many sub-
stitutions of different variables over time. This implies that there are strong
correlations between several variables and GDP, however these variables do
not necessarily account for a large part of the data variability over time. In
the conditional methods we find that the variables that enter the final set ©¢
of the projection model can be categorized into three groups; a) Domestic
Indicators b) Market Expectations Indices ¢) Global Variables.

The variables with the highest probability of entering ©¢ include: Price of
Oil, Purchasing Managers Index, Employers Survey, Industrial Production
Index, and Employed Persons Index in Manufacturing of Electronic Motors,
Components, and Transport Equipment. Figures 10a-10c in Appendix A
show the size of the coefficients of all the variables chosen in each period of
the rolling regressions.
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Table 7: Comparison of the Variables with the Highest Probability of Selec-
tion Across Methods

| Rank | Description | LASSO | Elastic Net | Univariate | SPCA IC |

1 | TPR : Electronic Components | 100% 100% 24% 4%
and Different Industrial Equip.

2 TMB : Motors, Electronic Com- | 100% 100% 92% -
ponents

3 | Cushing Crude Oil Price 92% 96% 1% 28%

4 | US Exports : Goods 92% 100% 24% -

5 PMI : Employment : Level Com- 68% 100% - -
ponent

6 | PMI: Euro 16 68% 92% 1% -

7 Industrial Firms Stock Index 60% 56% - -

8 | Health Tax 60% 60% - 4%

9 | Tourist Bed-nights in Authorized | 60% 60% - 8%
and Unauthorized Hotels

10 | TPR : Electronics Communica- | 60% 68% - 1%
tion Equipment

11 | TMB : Jewelry, Goldsmith’s and | 60% 60% - 8%
Silversmith’s Articles

12 | Employer Survey : Transporta- | 60% 64% 1% -
tion

13 | General Stock Index 52% 80% - 16%

14 | TPR : Textiles 52% 48% - 8%

15 | PMI : Production : Output Com- | 40% 56% 32% 8%
ponent

9.2 Robustness of the Algorithm

Finally we test if the results from each method is robust in its prediction.
This is done by applying the Jackknife technique to the sample. We use
the Jackknife to estimate the bias and the variance of the absolute error
of each method, by leaving out one observation at a time from the sample
set. From Figure 7 we see the conditional methods are more stable than the
unconditional ones. Within the conditional methods the oversensitivity to
changes in the data in the univariate is highlighted, the Elastic Net has both
lower mean absolute errors and variation compared to the LASSO. Detailed
results of the each method within each period chosen in the Jackknife can be
found Figures 12a-12h in Appendix A.
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Figure 7: Mean Absolute Errors in Jackknife Procedure
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10 Inference

While conventional econometrics is based on structural models, which by
construction produce unbiased estimates, the methods utilized in this paper
break those assumptions by adding a penalty to the minimization problem.
It has been shown in the previous section that the out of sample predictions
produced by the LASSO, and its general form the Elastic Net, out perform
simple regression and classic dimension reduction techniques.

The question left unanswered is the ability to inference using the coefficients
produced in sparse regression. The constraints used in the the Elastic Net
were formulated for variable selection and do not solve the inherent multi-
collinearity problem found in OLS. Thus, reaching conclusions as to the effect
of each variable on the response variable may be tenuous. Conclusions that
can be extracted from the Elastic Net are the characteristics of the variables
chosen in the final subset and the proportion which each variable contributes
to the forecast level.

To facilitate economic policy decisions a comparison can be conducted to
understand changes in composition to the final subset and the different mag-
nitude of the persistent variables throughout the economic business cycle.
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11 Case Study: The Effect of External Shocks
on Model Accuracy

There are two prominent episodes during our sample period, that exemplify
abnormal economic activity. We examine these periods in order to assess
and analyze algorithm performance in unusual times. The first is the Second
Lebanon War, 2006Q3, in which the largest absolute error from the published
GDP occurred and the previous global economic crisis 2008Q2-2009Q4. We
discuss the subject of short comings of the algorithm and if they have eco-
nomic explanations or if they are methodological errors.

11.1 Anomalies in the Data: The Second Lebanon War

The GDP growth rates which preceded and follow the Second Lebanon War,
2006Q3, were 7.5% and 7.8%, respectively. During this period there was
steady global economic growth. Expectations of conflict in the northern bor-
der were minimal, and consequently the macroeconomic impact of the Second
Lebanon War was unexpected and instantaneous. There was minimal impact
to the growth levels of all the major indicators of economic activity: private
consumption (3.4%), government, consumption (13.6%), fixed capital forma-
tion (26.1%), unemployment (6.9%), business sector labor hours (-1.2%). It
is evident that the abrupt deviation from steady growth in the GDP (-1.5%)
was the consequence of an unexpected drop in inventories.

This conclusion is not surprising when recalling the immediate impact that
the war had on the Israeli economy and in particular the labor market. Dur-
ing the 34 days of conflict the northern region was paralyzed due to the
constant shelling, and a major portion of the workforce was enlisted to re-
serve duty. These factors led to a reduction in production capabilities of the
Israeli economy, reflected in the steep decline of 12% in the utilization of
machinery and equipment index during the quarter. A review of the variable
contribution, Figure 8, in the LASSO model reveals that compared to the
previous period the level of the variables have a similar behavior which we see
in the National Accounts data, i.e. not reflecting the unexpected drop in the
GDP. A variable that could have captured the shock is Number of Tourist
Bed-Nights®. Internal research!® in the Bank of Israel has found this variable

9The Number of Tourist Bed-Nights exhibited an 8.4% drop in 2006Q3.
10Unpublished discussion paper by Menashe and Sharhabani
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to be highly correlated with the level of security concerns in Israel. However,
since this variable does not show high predictive ability during steady eco-
nomic activity, it was not chosen by the LASSO when it could have actually
been most indicative.

This special case provides an important insight to the importance of variable
selection to the general set of indicators. The current general set is almost
exclusively comprised of uses related variables. This in turn causes the algo-
rithm to be insensitive to changes in the GDP which are induced by short
term and unexpected factors, such as local conflicts or natural disasters.
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Figure 8: Variable Contribution for Nowcast 2006092-2006Q4 (LASSO)

11.2 Unmatched Market Expectation: Emerging out
of Crisis

Compared to the global markets Israel has encountered more of an economic
slowdown than a financial and real estate crisis in the past two years (2008Q2-
2009Q4). Nevertheless, Israel did suffer from four consecutive quarters of
comparatively low economic activity, two of which included contraction of
the GDP. Analysis of the performance of the model in signaling the entrance
and the emergence from an economic slowdown is prudent to understand
how the algorithm reacts to economic instability. The algorithm captured
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the timing, magnitude, and depth of the downturn. While capturing the
timing of the beginning of the recovery it miss-timed the end of the recovery.
We will briefly discuss the reasons we believe the persistent high growth rate
continued through 2009Q4 (5.9%) while the published GDP tailed off (4.4%).
Level shifts in time series are difficult to capture, one may argue that this
contributed to the temporary inaccuracy of the model. However, the model
performed fairly well during the level shifts in the aforementioned global cri-
sis. In addition, a closer examination of the variables that were chosen, Figure
9, reveals that even though the variables with the largest coefficients actually
decreased during this period, the Purchasing Managers and the Employers
Indices had higher than expected levels of optimism in 2009Q4, causing the
extended increase in projected growth!.

This case study reveals a source for potential inaccuracies in the projected
data, due to the fact that it uses market expectations and not only market
data. This drawback shall be examined in future research in order to improve
model accuracy.
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Figure 9: Variable Contribution for Nowcast 2009Q3-2010Q1 (LASSO)

A full decomposition of coefficient levels is available in Figures 10-11, Appendix A.
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Part V
Conclusions

Policy decision making in central banks is dependent on real-time data anal-
ysis as it is published. The ability to produce precise nowcasts through
canonical models has evolved with the methodological progress of model se-
lection techniques. Advances in different fields of research have improved
model selection for large scale problems. These advances in nowcasting have
yet to be fully utilized.

This paper compared model selection techniques applied in leading central
banks today with a new method, the Elastic Net. The application of now-
casting with the Elastic Net to the Israel GDP yielded more precise and
stable results. Moreover, the dynamic nature of the model allows it to adapt
to shocks in the economy producing a more robust model.

A distinguishing feature of the Elastic Net is the ability to isolate influential
variables which contribute to the real-time assessment. This refinement of
the results separates this method from current ones used in nowcasting and
allows the model to be a more comprehensive tool in economic policy deci-
sions. Finally, this research highlighted the contribution of advanced data
mining techniques in a policy driven economic setting. Further development
and adaptation of the inference ability of these techniques could broaden the
insight into many structural econometric models applied today.
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B Tables

Table 8: Probability of Variables to Enter the Final Subset

Table 8

Conditional Methods

Univariate Multiple Regression

Prob Chosen | Description

92.00% TMB :motors, electronic components

32.00% PMI:Production :output component

28.00% BOI Companies Survey : Communication

24.00% US Exports : Goods

24.00% TPR :electronic components and different industrial equip.

16.00% PMI:Domestic :supply :time component

4.00% Cushing Crude Oil Price

4.00% US Exports: Serivces

4.00% PMI:Stock :purchase :quantity component

4.00% Employer Survey : Transportation
Elastic Net
Alpha=0.4

Quantile=0.75

Prob Chosen | Description

100.00% High Tech Stock Index

100.00% Cushing Crude Oil Price

100.00% US Exports : Goods

100.00% PMI : Employment :level component

100.00% Tourist bed-nights in authorized and unauthorized hotels
100.00% TPR :textiles

100.00% TPR :electronic motors, components and transport equip.
100.00% TPR :electronic components and different industrial equip.
100.00% TMB :motors, electronic components

96.00% Globes-Smith CCI

Quantile=0.50

Prob Chosen | Description

100.00% US Exports : Goods
100.00% PMI : Employment :level component

Continued on next page
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Table 8 — continued from previous page

100.00% TPR :electronic motors, components and transport equip.
100.00% TPR :electronic components and different industrial equip.
100.00% TMB :motors, electronic components

96.00% Cushing Crude Oil Price

96.00% TMB :electronic components and different industrial equipment
92.00% High Tech Stock Index

92.00% PMI : Euro 16

80.00% General Stock index

Quantile=0.25

Prob Chosen | Description

100.00% US Exports : Goods

100.00% PMI : Employment :level component

100.00% PMI:Stock :purchase :quantity component

100.00% TPR :electronic components and different industrial equip.
100.00% TMB :motors, electronic components

100.00% TMB :electronic components

100.00% TMB :electronic components and different industrial equipment
96.00% PMI : Euro 16

92.00% TPR :electronic motors, components and transport equip.
84.00% BOI Companies Survey : Communication
LASSO

Quantile=0.75

Prob Chosen | Description

100.00% Tourist bed-nights in authorized and unauthorized hotels
100.00% TPR :textiles

100.00% TMB :Machinery and equipment

100.00% TMB :motors, electronic components

96.00% Cushing Crude Oil Price

92.00% High Tech Stock Index

92.00% US Exports : Goods

92.00% TPR :electronic components and different industrial equip.
84.00% RT : Consumption goods :Other

84.00% Health Tax

Quantile=0.50

Prob Chosen | Description

Continued on next page
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Table 8 — continued from previous page

100.00%
100.00%
92.00%
92.00%
68.00%
68.00%
60.00%
60.00%
60.00%
60.00%

TPR :electronic components and different industrial equip.
TMB :motors, electronic components

Cushing Crude Oil Price

US Exports : Goods

PMI : Employment :level component

PMI : Euro 16

Industrial Firms Stock Index

Health Tax

Tourist bed-nights in authorized and unauthorized hotels
TPR :electronis communication equipment

Quantile=0.25

Prob Chosen

Description

100.00% TMB :motors, electronic components
84.00% US Exports : Goods
84.00% TPR :electronic components and different industrial equip.
80.00% PMI:Stock :purchase :quantity component
72.00% PMI : Euro 16
60.00% BOI Companies Survey : Communication
36.00% PMI : Employment :level component
36.00% PMI:Production :output component
36.00% TMB :electronic components
16.00% PMI:Domestic :supply :time component
Unconditional Methods
PCA
Two Component Norm Selection

Prob Chosen

Description

28.00% Industrial Firms Stock Index

20.00% PMI:Domestic :supply :time component

20.00% TMB :Jewelry, goldmiths’ and silvermiths’ articles
16.00% Employer Survey : Education

8.00% General Stock index

8.00% Israel Exports :Services (NIS)

4.00% High Tech Stock Index

4.00% TMB :food products

4.00% TMB :food products, beverages and tobacco products

Continued on next page

44




Table 8 — continued from previous page

4.00%

| TMB :textiles

Iterated Componet Selection

Prob Chosen

Description

44.00%
32.00%
32.00%
28.00%
28.00%
24.00%
20.00%
16.00%
16.00%
16.00%

PMI:Domestic :supply :time component

TMB :Jewelry, goldmiths’ and silvermiths’ articles
Employer Survey : Building

Cushing Crude Oil Price

Manufacturing exports (NIS)

Industrial Firms Stock Index

DOLLAR/NIS EXCHANGE RATE

Health Tax

Israel Exports :Services (NIS)

PMI:Domestic :orders component

SPCA

Two Component Norm Selection

Prob Chosen

Description

16.00%
16.00%
16.00%
12.00%
12.00%
12.00%
12.00%
8.00%
8.00%
8.00%

Triple trade index : Nominal

PMI : Employment :level component

Employer Survey : Food

PMI:Domestic :supply :time component

TPR :electronic motors, components and transport equip.
TMB :motors, electronic components

PMI : Euro 16

US Exports: Serivces

Revenue index :Community, social, personal and other services
Revenue index :Commerce and services

Iterated Componet Selection

Prob Chosen

Description

32.00%
28.00%
28.00%
24.00%
20.00%
20.00%
16.00%

Tel Aviv 100

Cushing Crude Oil Price

TMB :industrial equipment for control and supervision
PMI:Domestic :supply :time component

Hotels :no. of bed-nights in tourist hotels :Israeli

TMB :wearing apparel

General Stock index

Continued on next page
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Table 8 — continued from previous page

12.00% US Exports: Serivces
12.00% Israel Exports :Services (NIS)
12.00% PMI:Stock of finished :goods component
Table 9: List of Variables in the General Set
Index Description

BOI: Bank of Israel, RT: Retail Trade, TPR: Industrial Production Index,
TMB: Employed Persons’ Index, PMI: Purchasing Manager’s Index, CCI: Con-
sumer Confidence Index, RT: Retail Trade, THP: Man-Hours Worked Index

00 ~J O UL = W N+
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BOI Companies Survey : Building

BOI Companies Survey :

BOI Companies Survey : Industry
BOI Companies Survey : Retail
Capital Utilization Index

Cushing Crude Oil Price
Dollar/NIS Exchange Rate

Employer Survey :
Employer Survey :
Employer Survey :
Employer Survey :
Employer Survey :
Employer Survey :
Employer Survey :
Employer Survey :
Employer Survey :
Employer Survey :

Agriculture
Building
Education
Financial

Food

Health
Industry

Real

Trade
Transportation

EURO/NIS EXCHANGE RATE
General Concert Bonds Stock index
General Stock index

Globes-Smith CCI

GOLD : Market Rate
Gross Capital Stock : Business Sector

Health Tax

Communication

Continued on next page
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Table 9 — continued from previous page

Index Description
BOI: Bank of Israel, RT: Retail Trade, TPR: Industrial Production Index,
TMB: Employed Persons’ Index, PMI: Purchasing Manager’s Index, CCI: Con-
sumer Confidence Index, RT: Retail Trade, THP: Man-Hours Worked Index

25 High Tech Stock Index

26 Hotels : No. of bed-nights in tourist hotels :total
27 Hotels : No. of bed-nights in tourist hotels :Israeli
28 Housing completions :Total

29 Housing starts :public sector

30 Housing starts :Total

31 | Imports :Consumer goods (NIS)

32 | Imports :Investment goods (NIS)

33 | Imports :Net (NIS)

34 Industrial Firms Stock Index

35 | Israel Exports :Goods (NIS)

36 | Israel Exports :Services (NIS)

37 | Israel Imports :Goods (NIS)

38 | Israel Imports :Services (NIS)

39 | Manufacturing exports (NIS)

40 Michigan CCI

41 MSCI : Currency(NIS)

42 No. of tourist arrivals :total

43 No. of tourist arrivals, by air passengers

44 PMI : Employment :level component

45 PMI : Euro 16

46 PMI : USA

47 PMI : Domestic :orders component

48 PMI : Domestic :supply :time component
49 PMI : Global :orders component

50 PMI : Import :supply :time component

51 PMI : Production :output component

52 PMI : Raw :material :stock :levels component
53 PMI : Stock :purchase :prices component
54 PMI : Stock :purchase :quantity component
55 PMI : Stock of finished :goods component

Continued on next page
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Table 9 — continued from previous page

Index Description

BOI: Bank of Israel, RT: Retail Trade, TPR: Industrial Production Index,
TMB: Employed Persons’ Index, PMI: Purchasing Manager’s Index, CCI: Con-
sumer Confidence Index, RT: Retail Trade, THP: Man-Hours Worked Index

56 Price index of dwellings

57 Purchasing Managers Index :Total

58 Real Effective Exchange Rate

59 Residential building :Completions :private sector

60 Residential building :Completions :public sector

61 Residential building :Starts :private sector

62 Revenue index :Accommodation services and restaurants

63 Revenue index :Banking, insurance and other Financial institutions

64 Revenue index :Business activities

65 Revenue index :Commerce and services

66 Revenue index :Community, social, personal and other services

67 Revenue index :Education

68 Revenue index :Health, welfare & social work services

69 Revenue index :Wholesale and retail trade, and repairs

70 RT : Consumption goods :Other

71 RT : Durables

72 RT : Footwear

73 RT : Textile and clothing

74 RT : Total excl. gas, fertilizers and petroleum

75 RT :Food

76 RT :Kitchen and house accessories

7 RT :Petroleum

78 Tel Aviv 100

79 THP : basic metal

80 THP : beverages and tobacco products

81 THP : chemicals and their products

82 THP : components

83 THP : electronics communication equipment

84 THP : furniture

85 THP : High technology

86 THP : industrial equip. for control

Continued on next page
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Table 9 — continued from previous page

Index Description

BOI: Bank of Israel, RT: Retail Trade, TPR: Industrial Production Index,
TMB: Employed Persons’ Index, PMI: Purchasing Manager’s Index, CCI: Con-
sumer Confidence Index, RT: Retail Trade, THP: Man-Hours Worked Index

87 THP : industry : index

88 THP : Jewelry, goldmiths’ and silvermiths’ articles

89 THP : Low technology

90 THP : Machinery and equipment

91 THP : Medium-high technology

92 THP : Medium-low technology

93 THP : metal products

94 THP : motors, electronic components and equip.

95 THP : other mining and quarrying

96 THP : textiles & wearing apparel

97 THP : textiles

98 THP : Transport equipment

99 THP : wood and its products & furniture

100 | TMB : chemicals and their products

101 TMB :basic metal

102 | TMB :beverages and tobacco products

103 TMB :electric motors and electric distribution apparatus

104 TMB :electronic components

105 | TMB :electronic components and different industrial equipment

106 | TMB :food products

107 | TMB :food products, beverages and tobacco products

108 TMB :footwear, leather and its products

109 | TMB :furniture

110 | TMB :industrial equipment for control and supervision

111 | TMB :Jewelry, goldsmiths and silversmiths articles

112 TMB :Machinery and equipment

113 TMB :Manufacture of plastic and rubber products

114 | TMB :manufacturing n.e.c

115 TMB :metal products

116 TMB :motors, electronic components

117 | TMB :non-metallic mineral products

Continued on next page
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Table 9 — continued from previous page

Index Description

BOI: Bank of Israel, RT: Retail Trade, TPR: Industrial Production Index,
TMB: Employed Persons’ Index, PMI: Purchasing Manager’s Index, CCI: Con-
sumer Confidence Index, RT: Retail Trade, THP: Man-Hours Worked Index

118 | TMB :other mining and quarrying

119 TMB :paper and its products

120 | TMB :publishing and printing

121 | TMB :textiles

122 TMB :textiles & wearing apparel

123 TMB :Transport equipment

124 | TMB :wearing apparel

125 | TMB :wood and its products & furniture

126 | TMB :wood and wood products (excl. furniture)

127 | Total Tax Collection

128 | Tourist bed-nights in authorized and unauthorized hotels
129 | TPR :Other Branches

130 | TPR :beverages and tobacco products

131 TPR :building products :paper and its products

132 | TPR :electronic components and different industrial equip.
133 | TPR :electronic motors, components and transport equip.
134 TPR :electronics communication equipment

135 TPR :food products, beverages and tobacco products
136 | TPR :furniture

137 | TPR :High technology

138 | TPR :industrial equipment for control and supervision
139 | TPR :Jewelry, goldsmiths and silversmiths articles
140 | TPR :Low technology

141 | TPR :Medium-high technology

142 | TPR :Medium-low technology

143 TPR :other mining and quarrying

144 | TPR :refined petroleum & nuclear fuel chemicals etc.
145 | TPR :textiles

146 | TPR :textiles & wearing apparel & footwear etc.

147 | TPR :total (excl. diamonds)

148 TPR :Transport equipment

Continued on next page
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Table 9 — continued from previous page

Index Description

BOI: Bank of Israel, RT: Retail Trade, TPR: Industrial Production Index,
TMB: Employed Persons’ Index, PMI: Purchasing Manager’s Index, CCI: Con-
sumer Confidence Index, RT: Retail Trade, THP: Man-Hours Worked Index

149 | TPR :wood and its products & furniture

150 | TPR :Metal and machinery

151 | Treasury bills: Fixed interest 1 month to redemption

152 Triple trade index : Nominal

153 Triple trade index : Real

154 | US Exports : Goods

155 | US Exports: Services

156 | V.A.T. on Domestic Production
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