Bank of Israel Research Department

Why Do Exporters Pay Higher Wages?
Empirical Evidence from Israeli Companies

Shay Tsur

Discussion Paper 2021.10
May 2018

Bank of Israel, http://www.boi.org.il
1 Shay Tsur - Research Department, The Bank ofltseamail:shay.tsur@boi.org.il

I would like to thank Chen Nissim for her part etanalysis and writing in the early stages of the
research. | would also like to thank Yuval Vizen lids outstanding help in the data analysis, his
initiative and his helpful comments. The study wasied out as part of the Labor Market in Israel
Project implemented by the Pinhas Sapir Forum éamémic Policy founded by Sam Rotenberg.
The research was implemented in the Research Rothra &entral Bureau of Statistics (CBS). |
would like to thank the CBS and in particular thaitUfor Accessibility of Information for
preparing the datafile and providing assistandbeéResearch Room.

Any views expressed in the Discussion Paper Sere® those of the
authors and do not necessarily reflect those of thHeank of Israel

91007 ©°5WH9% 780 17N HNIYS P32 ,9PNNN NIYVN
Research Department, Bank of Israel, POB 780, 910Jérusalem, Israel



Why Do Exporters Pay Higher Wages? Empirical Evidege

from Israeli Companies

Shay Tsur

Abstract

This study examines the extent to which the pasitiorrelation between employment in an
exporting company and wages reflects a causalioesdtip. In order to identify this
relationship, | use several methods on the bastbret different datasets: controlling for
observable and unobservable individual charactesisty means of a datafile that tracks
workers over a number of years; controlling foratwable and unobservable characteristics
of individuals and companies by means of a datéfie tracks companies; and controlling
for individuals’ skills by means of cross-sectiomi@ta from an international skills survey
(PIAAC). | find that while each percentage pointain industry’s export rate is correlated
with a 1-percent increase in wages, the causdlaethip, which is similar across all of the
methods, is much weaker and lies between zero .@mquk@cent. Finally, | find that the simple
correlation between the export rate and wagesraellss unusually large relative to other
countries in the PIAAC sample, while the causadtrehship is similar to the premium in
other countries, although it is in the upper péthe distribution.
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1. Introduction

This study examines the extent to which the pasitiorrelation between employment in an
exporting company and wages reflects a causaloe$dtip. For the sake of simplicity, the
study differentiates between two extreme caseasdiiirst, workers in an exporting company
enjoy a wage premium that only reflects their peatocharacteristics and/or the
characteristics of the companies that employ thEmese characteristics are not necessarily
related to the export rate but do characterize nudirtlge exporting companies. The second
alternative is that the entire observed correlatietween exports and wages is the result of

a causal relationship between employment in anréixggocompany and wages.

Under optimal research conditions, we would haveiexh out a controlled experiment in
order to answer the research question. For exam@eyould have allocated the workers
randomly between exporting and non-exporting congsaand then examined their wages.
Such an experiment would solve the problem of seleof the workers (namely, that highly
skilled workers tend to be employed in exportinghpanies and to earn a higher wage), but
not the selection of the companies (namely, thakmsaccessful companies export more and
pay higher wages). In order to solve the seleqtimblem of the companies as well, we had
to intervene in the possibility of exporting andamdomly allow for that possibility for only

some of the companies.

To accomplish this, | use OLS (ordinary least sgsjpestimation to analyze the relationship
between employment in an exporting industry/compamg wage level by controlling for
the observable characteristics of the workers Baddmpanies, as well as their unobservable
characteristics which are assumed to be fixed twer (Fixed Effects, or FE). This method
approximately measures the average change in tgesaa workers who moved between
exporting and non-exporting companies and/or betwamnmpanies with different export
rates. This measurement will simulate the experirrewhich we would randomly allocate
the workers between the various companies, if tlowement of the workers between
companies occurred for reasons unrelated to wagd. ISuch an assumption is not a

negligible one and we will discuss the possibles oesulting from it for some of the results.

1 The research includes analyses on both the indigstel and the company level. For simplicity, Bus
the term “company” in parts of the general desmipt
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Recall that the selection problem from the compsidg, which is the result of the fact that
successful companies export more and pay higheesyadso needs to be dealt with. To this
end, | first control for the companies’ unobsereabharacteristics and in particular the
industry to which they belong. Later, | also cohfar the fixed unobservable characteristics
of the companies (FE) where on the company levehERsures the average change in wages
as a result of changes in the export rate in angteenpany between periods. Since the annual
fluctuations in the export rate are liable to refllstatistical noise rather than real economic
change, | aggregate into three-year periods amchast the effect of changes in the export
rate in a given company between those periods emwtiges paid by the company. This
method of estimation simulates the experiment incvlonly some of the companies are
allowed to export, on the assumption that changes tme in the export rate in a given
company occurred for reasons that are unrelatethd@olevel of wages it pays. This
assumption is also non-negligible and we will dgscthe possible bias that it causes in some

of the results.

In the course of the analysis, | use two main @d$asnd compare the results obtained for
each:

a. Worker panel datafile: This data includes workessnbduring the period 1975-85 and
tracks their outcomes in the labor market durirggglriod 2008-15. In addition to wage
data for the years 2008-15, the datafile includeseonsables such as matriculation,
psychometric scores and education, as well asnr&#bon on the export rate in the
industry in which the worker was employed at the-tigit level?

b. Manufacturing Survey datafile: This data tracks ofaoturing companies during the
period 1995-2010, including detailed data on themanies’ workers over time (such as
gender, age and education). The data makes itqp@ssicalculate the export rate of each
company in each year and to control for the comjsactyaracteristics and performance

in each year (such as, for example, number of eyepk).

2 According to the industry classification of the €Ror 2011. The two-digit classification differeatts
between, for example, sub-industries within mantwidtg (such as between plastics and textiles) and
within commerce and services.



The advantage of the Manufacturers Survey datiaftleat it compensates for the lack of data
that tracks workers.It continuously tracks manufeiny companies, including their export
rates and performance (rather than the industryages). The disadvantage of the
Manufacturers Survey datafile is that its data @mkers is incomplete since workers join or
leave companies that may not be included in theestthe worker panel datafile fills this

gap, as mentioned above, such that the files dbetin (a) and (b) “complement” each other.

The approach | adopt gradually controls the factbed influence wages, to identify the
causal effect of the export rate. This is in linéhwhe trend that developed in the literature
during the last two decades in the wake of Abowdniarz and Margolis (1999). The results
of the analysis that | carry out on the basis efworker panel datafile indicate that if the
various characteristics that are correlated with ¢xport rate and with wages are not
controlled for, then every percentage point ingkport rate of the industry is correlated with
a 1-percent increase in wages. Controlling forabgerved characteristics of the individuals
in the worker panel datafile, including gender, ,aage squared and education (hereafter:
Mincerian characteristics) as well as test scgpegghometric and/or matriculation scores)
reduces the estimated return to approximately 8réemt. Controlling for the unobservable
characteristics of the individual as well redudes teturn to 0.4 percent. Focusing on the

manufacturing industry on the basis of this dagdfirther reduces the return to 0.13 percent.

The results of the analysis carried out on thesbatithe Manufacturers Survey datafile
indicate that while each percentage point in thgoetxrate of the industry is correlated with
a 0.6 percent increase in wages when no chardater@se controlled for, controlling for the
observable characteristics of the individual redube estimated return to 0.45 percent while
controlling for unobservable characteristics idfisignt to reduce it to 0.16 percent (which
is similar to the “final” level obtained for manwataring with the worker panel datafile,
namely 0.13 percent). Furthermore, in order to dedl the potential selection problem on
the company level, | aggregate the Manufacturerse§udata on the worker level to the
company level and divide the 15 years of the sap@tod (1996—2010) into five three-year
periods. | find that after controlling for the werls’ characteristics on the company level and
adding the fixed effect on the company level, clegng the export rate over time between

the three-year periods do not affect the averaggewevel paid by the company.



| also examine the research question using data fhe PIAAC survey but by means of a
slightly different method, namely by controlling fine workers’ basic skills as adults (math
and reading comprehension) in parallel to directigtrolling for the size of the company in
which they work and for the sectbThis examination indicates that the return pec@etage
point of the export rate drops from 0.6 percentwaitt the control variables to 0.4 percent
when controlling for the Mincerian characteristiws).3 percent in the specification in which
the score on the PIAAC exam is also controlleddod to 0.22 percent when the size of the
company is controlled for.

In order to illustrate the implications of the riésuconsider a worker in an industry that
exports 25 percent of its output and who earns aBéypercent more than a worker in an
industry that does not export at all (almost 1 petdor each percentage point in the export
rate obtained using the worker panel datafile ert#gression for the entire economy without
controls, multiplied by 25). However, controllingrfcharacteristics on the basis of three
different datafiles indicates that the causal comemd is much smaller and sometimes
statistically insignificant and is to be found metrange between 0 (when the result is not
statistically significant on the basis of the Maamttirers Survey datafile) and 3 percent (0.13
percent which is obtained on the basis of the wopkmel datafile for the manufacturing

industry after controlling for the individuals’ unserved characteristics).

Since the results on the basis of the PIAAC da&afilhile controlling for basic skills and
company size, are similar overall to those of tasidand more comprehensive tests on the
basis of the worker panel datafile and the Manuf&es Survey datafile, it can be concluded
that the PIAAC datafile provides results for Isré®t are biased to only a limited extent.
This tends to imply that an international comparidmetween export companies that is
obtained for each country based on the PIAAC datafill indeed be informative. In
particular, there may be value in comparing the lgetpveen the gross return and the return
with controls. | found that while the gross gajpsirael is the highest, the controlled-for export
wage premium is within the more commonly found eungernationally, and therefore it

showed the largest decline as a result of coniglior the characteristics. The export wage

3 The sectors definition differentiates between,drample, construction and manufacturing. For more
information see: See https://lwww.cbs.gov.il/en/m#tlons/Pages/2015/Standard-Industrial-
Classification-of-All-Economic-Activities-2011-Uptkd-edition.aspx
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premium with controls is lower to the point of bginegligible in most of the countries and
in Israel it is the third highest. The premium ags€to have clear economic importance after
controlling for characteristics only in Norway, whiis rich in natural resources. The reason
for the existence of a large export wage premiutdonway is a subject for future research.

The connection between a company’s exports andiges it pays is based on the literature
on the relationship between exports and labor prbdty. Melitz (2003) uses a general
equilibrium model with heterogeneous companies hHows that companies with high
productivity will be those that start to export wht@e country is opened to trade and that the
broadening of trade following liberalization an@ thpening of new markets leads to growth
among the exporting companies with the highest yotdty, at the expense of non-
exporting companies with low productivity. Empifiga exporting companies are
characterized by higher productivity relative tonrexporting companies and there are
findings that point to a causal relationship betwé®e start of exporting and a one-time

improvement in worker productivity (for example, [6a2011).

But does the high productivity of exporting firmsagantee that they will pay higher wages?
Exporting is likely to influence wages in a varietfyways, which will be discussed below,
and therefore higher wages may in turn increasénttentive to work, raise productivity in
the company, and increase its level of exports (Aamd Davis, 2011). The positive
relationship between exports and wages may bee$dtrof two main channels that are

analyzed in the literature.

The first is the “worker characteristics channekcording to which export industries wish
to attract higher-skilled workers for various reasasuch as their use of advanced technology
and the demand for high-quality products in foreigarkets. Thus, higher wages reflect the
observable and unobservable characteristics ofahgany’s workers (Verhoogen, 2008;
Yeaple, 2005). Empirical evidence shows that thialso the case in Israel. Thus, export
companies that employ higher-quality workers aleehhigher productivity (Bank of Israel,
2016). As will be seen in the descriptive statsiicesented below, workers in the export
industries in Israel, as mentioned, contributénogroductivity of the companies that employ
them and are paid accordingly. Similarly, Bernand densen (1995) found that wages paid

by exporting companies in the US are on averager@ept higher than those paid by non-



exporting companies. Similar results were found dther countries, such as Sweden
(Hansson and Lundin, 2003), Britain (Greenawaylameller, 2004) and Germany (Bernard
and Wagner, 1997).

The second is the “rent allocation channel”. Intcast to the effect of worker characteristics
on wages, a significant premium, which reflectsaasal relationship between exports and
wages, will be the result of factors other than keorcharacteristics. One example is the
hiring process, which identifies the worker’s shiligy to the company’s needs, and later on
the style of management or level of innovation Wwhiall specifically exploit the worker’s
abilities. These processes will result in the comypbenefiting from rent, which reflects
excess profit. The company will share the rent whign worker by means of a higher wage
than that predicted for the worker on the bas@bskervable and unobservable characteristics.
However, do exporting companies behave accorditigaiodescription? Helpman, Itskhoki,
and Redding (2010) claim that companies with highdpctivity manage to grow up to a
threshold where it is worthwhile for them to paw fiixed costs required in order to export
their product. According to them, frictions in tlador market and in particular their effects
on employment during recessions are likely to ermgeithose companies to continue paying
high wages in order not to lose the investmenhejob match and in the specific human
capital that the worker has accumulated duringethployment with the company. Another
of their hypotheses states that the positive aeiatiip between wages and exports is the
result of the negotiating ability of skilled worlkean these industries.

The goal of this study is therefore to identify twage premium paid to workers in an
exporting company and the gap between the staistarelation and the premium that is
due to the second channel, namely the “rent allmcathannel’. This identification has
important policy implications in the case of IstaBhus, in recent decades the government
has sought to encourage the activity of the expgritndustries, primarily by means of the
Encouragement of Capital Investments LaFurthermore, during the last decade, the Bank

of Israel has from time to time purchased foreigmhange in order to moderate the

4 The law includes a specific criterion that companiill be eligible for tax benefits and grants (oast
of the grant tracks) only if they export at leaStg&rcent of their output.
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appreciation of the shekel, in part to supportatigvity of the export industriesTherefore,
the question arises as to whether the encourageofie¢hé export industries over time is
justified from the perspective of the economy adale, since, for example, it shifts workers
to industries in which the workers and their emplsyshare a rent that arises from superior
innovation and management, which involve positiveemalities. The answer according to
this study is, as already mentioned, that suchiseqtite small in size in the best of cases
and is negligibly different statistically from zemxccording to some of the tests. The
contribution of this study to the literature andhe international context is two-fold: first, it
comprehensively characterizes the gap betweentafisteal correlation and the premium
due to the causal relationship between the exptetand wages in a small open economy
such as that of Israel. Second, it presents fofitsietime an international comparison of the
export wage premium. This implies, as mentioneat, tthe export wage premium is important
economically even after controlling for workers’achcteristics only in Norway, a country

rich in natural resources.

The rest of the article proceeds as follows: Se@idescribes the dataset. Section 3 describes
the research methodology. Section 4 presents $&igive statistics and the results based
on the three approaches. Section 5 presents anatitenal comparison of the export wage

premium on the basis of the PIAAC data, and Sed@iooncludes.

2. The data

The first datafile (hereafter: the worker panelafitd) is based on a tracking of individuals
born during the period 1975-85. It includes thelofwing variables: demographic-

socioeconomic information taken from the Populafeyistry, including gender and year
of birth; information on matriculation exams—thépact studied, the number of study units
and the score; the psychometric score; informatiohigher education including number of
years of study and degrees obtained; informatioamployment and wages from employee-

employer files of the Israel Tax Authority—monthenked and annual wages for each of the

5 The Bank of Israel also purchases foreign currémayder to increase its foreign currency reseimes
order to deal with exceptional fluctuations in theeign currency market, in order to offset theseffof
natural gas production and in order to moderatetfeet of the exchange rate on inflation.
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years between 2008 and 2015 (namely, when theithdils were aged 20-37); and the
industry in which the worker was employed accordmthe two-digit industry classification

of the CBS (2011). The export rate in 2006 for eatkhe industries based on the input-
output tables for that year was merged into thee filsing the Manufacturers Survey for the
years 2008 to 2015, information on export ratesn@nufacturing industries only was
merged into the file for each year. In additiortat@nnual productivity of the industry was

merged for each year.

The second datafile is based on the Manufactunemge@ sample carried out by the Central
Bureau of Statistics (CBS). It includes data onvifages of workers in companies that were
sampled in the Manufacturers Survey during 1995620he data on individuals from the
Tax Authority includes, among other things, the keots gender, age and education. The
source of the education data is the Education Rggend it includes information on years
of schooling. The data on companies and businaessksle information on the industry to
which the company belongs, including a breakdownmanufacturing sub-industries and
also a variety of information on the company’s ewait activity, and in particular sales in

Israel and sales abroad, value added and numbesrkérs.

In addition to the worker panel datafile and thenMfacturers Survey datafile, we make use
of PIAAC data (hereafter: the PIAAC datafile). irtains individual data for 2014 for a
large number of countries, which includes, amorgeiothings, the skills of the workers on
the basis of the reading comprehension and matheseatams, the industry in which they
are employed and their wages. This data is usedrty out an international comparison and
to control for skills, in addition to the regulaordrol variables. In addition, the datafile
includes information on the size of the companywimnich the worker is employed. The
analysis for the rest of the countries makes usth@fWIO international database which
provides data that can be used to calculate therexate in each sub-industry and each
country separately. The export rate for Israel wdlhtinue to be based on the input-output

tables for 2006 also in this comparison.



3. Methodology

In order to identify the causal relationship betwélee export rate in the sub-industry in
which the employees are employed and their wagesnecessary to control for observable
variables whose omission is liable to bias theveses of the effect of exports on wages and
to control for unobservable variables using methtidg were briefly mentioned in the
introduction. The control variables will be gradyabhdded in order to identify the
contribution of each of the following componentghe positive correlation between export
rate and wages: 1) the effect of the workers’ ole@e characteristics; 2) the effect of the
workers’ unobservable characteristics; 3) the ¢fdéboth the observable and unobservable
characteristics of the industries or the comparaes; 4) the “net” effect of the export rate
on wages. The first three will be reflected in thigerences between the coefficients for the
export rate in the various specifications that Wil presented below. The fourth will be
obtained at the end using the specifications tbatrol for the first three components. | will
refer to this process as AKM decomposition, follogviAbowd, Kramarz and Margolis

(1999) mentioned in the introduction.

| will first present the process to identify thausal connection that makes use of the worker
panel datafile and the Manufacturers Survey datafiollowing that, | will present the

analysis using the PIAAC datafile.

a. Regression equations and AKM decomposition on theasis of the worker panel file

The regression coefficient of the export r@g,which is obtained from Equation (1), reflects
the simple statistical correlation between the expde and wages, since the equation does
not include any controls:

(2) lwage; = a + [ exp_rates; + u;

wherelwage is the logged wage and exp_rates is the exp@iofatach sub-industry, with a
value ranging from 0 to 100. The standard deviatiarthis subsection are calculated using

the cluster method at the industry level.

In the next stage, | control for as many observaidevidual variables as possible that may

be correlated with wages, with emphasis on educaitd skills. This is essentially the
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Mincer model using cross-sectional data with thditeah of a variable to reflect skills
(beyond education) and the export rate variable.
(2) lwage; = a +
f1min; + B, exper; + B exper;? + B, educ; +Bs skills; + B¢ exp_rates; + u;
whereexper is experiencegxper? is experience squaredjuc is education measured as years

of schooling, andkills are the skills represented by matriculation scoregsychometric

scores.

Thus,M1 = B¢(1) — B(2) , which is the effect of individuals’ observableacacteristics on

the correlation between the export rate and wages.

The panel estimations on the individual level vatfixed effect on the individual level make
it possible to essentially track the movement oflk®os from exporting to non-exporting

companies and vice versa and to track the changeages as a result of that movement.
(3) Iwage; = a+ P exper; + B, exper;” + B3 educ + Beexp_rates, + &; + u,

whered; is the fixed effect (FE), which controls for unebgble invariant characteristics of
the individual. In this estimation, changes in wat&t are the result of changes in the export
rate are due to the gap in wages for individuale wloved between industries and therefore
“changed” the export rate of their place of worku$,AKM2 = B,(2) — B,(3), which is

the effect of unobservable individual charactergston the correlation between the export
rate and wages (given that we first control forestsable characteristics, as is generally the

practice).

In the next stage (Equation (4)), | estimate thraeseegression but after limiting the sample
to include only manufacturing, with the goal of cx@ming the high level of heterogeneity

in the economy.

AKM3 = B¢(3) — Bs(4) will reflect the effect of economy-wide industrgtbrogeneity on

the correlation between the export rate and wages.

Finally, AKM4 = B.(4) reflects the causal relationship between the éxpte and wages,
on the assumption that in Equation (4) all of thetdrs that affect the correlation between
the export rate and wages are controlled for. Tdimstness of this assumption will be

examined using additional tests and based on Hueiskion of the results.
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b. The regression equations and the AKM decompositioron the basis of the

Manufacturers Survey datafile

The process of identifying the causal relationstsimg the Manufacturers Survey is intended
to compensate for the disadvantage, describeddnirttroduction, of the identification
process carried out using the worker panel datafileiew of the fact that the Manufacturers
Survey datafile includes a continuous trackinghef mmanufacturing companies, including
their export rates and their performance (rathan t#n industry average). This disadvantage
is due to the fact that the tracking of the workensot complete due to workers who join or
leave companies that are or are not included ilMaeufacturers Survey datafile, while the
worker panel datafile solves this problem. Therefdhe two methods complement each

other.

The analysis on the basis of the Manufacturerse&utatafile is similar to the process carried

out on the basis of the worker panel datafile ekt@mpthree main differences:

1. The export rate is not the industry average binerathat for the company in which the
individual is employed at any given point in time.

2. The regressions based on Equation (2) do not ddotrekills, i.e., skills represented by
matriculation scores or psychometric scores. Thizrcause they are not included in this
datafile.

3. In the regression based on Equation #),is the set of characteristics of company
(rather than of the industry) in which individuas employed, which includes the number

of employees.

In the second part of the analysis using the Marufars Survey the focus will be on
controlling for the companies’ unobservable chamastics. Thus, the data are aggregated on
the company level and into three-year periods between 1996 and Z0A6.estimation

equation is as follows:

(6) lwagej; = a+

p1experj. + B experjt2 + Bseducj; + B exp_rates;; +£; Xjr + ; + u;;

where (; is the fixed effect (FE) on the company level.this equation, the average

characteristics of the workers are controlled fotlee company level. The indéei equation
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(5) reflects periods of three years, and the coefiit S, reflects the effect of the changes in
the average export rate between these periodsrdsonable to assume that the change in
the export rate between three-year periods wilkotfan economic change more than annual

changes will.

AKM3 = B4(3) — Bs(5) and in this case the gap reflects the effect ef émployer’s
observable and unobservable characteristics ondtrelation between the export rate and

wages.

c. Use of the PIAAC file

In this method, the goal of which is similar to ttteh Equation (1) and (2), | first test the
difference between the coefficient of the expote rabtained in the regression without
controls and that obtained in the regression inctwHi control for as many observable
individual characteristics as possible that maygdeelated with wages, with emphasis on
education and skills. Regression (1) is carriednaué in the same manner, except that it is
estimated for the year 2014 using the PIAAC dagaftl will be referred to as Regression
(1P). Regression (6), like Regression (2), is désdgna Mincerian model with cross-
sectional data. The estimation equation is asvi@io

6) lwage = a; +

f1min; + B, exper; + B3 exper;? + B, educ; +Bs skills2; + B¢ exp_rates; + u;

where the variablskills2 is the average of the reading comprehension anld stares on
the PIAAC tests. The PIAAC datafile makes it poksito also control for the size of the
company in which the individual is employed, whislone of the most important—if not the
most important—characteristic of the company inlaxjing the correlation between exports
and wages (Helpmattskhoki and Redding, 2010). Therefore, the following regien is

run:

(7) lwage = a; +
p1min; + B, exper; + B3 exper;> + B, educ; +Bs skills2; + B, exp_rates; +8- size; +

As in the case of the process that was based onwtiker panel datafile and the
Manufacturers Survey datafile, the process basdedeRIAAC datafile makes it possible to
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track the development of the relationship betwéereport rate and wages with the addition
of the various controls. An important advantagéhaf method is the use made of the hourly
wage rather than the monthly wage. Thus, | amtadietermine whether the use of monthly
wages from the worker panel datafile (which doesindude workhours) is a significant

drawback.

4. Results

This section presents the results obtained fronthitee approaches to identifying the causal
relationship between the export rate of the ingésbmpany in which the individual is
employed and wages. In parallel, | present theuaions and conclusions provided by the

AKM decomposition.

a. The results of the analysis using the worker pandile

Table 1 presents the descriptive statistics ofibker panel datafile according to the export
intensity of the industry in which the worker is jgloyed. The left-hand panel presents the
total number of employees in 2015 who were bornnduthe period 1975-85, while the
right-hand panel presents the same informatiorblyt for the manufacturing industry. The
left-hand column in each panel presents the dat@éaxtotal sample while the two right-hand
columns present the data according to export intfemsamely above and below 25 percent
(according to the export rate in the industry inchitthe individual is employed). The datafile
includes 925,634 employees, of which 179,448 angl@yad in industries that export more
than 25 percent of their output and in which therage export rate is 69.5 percent, as
opposed to 4 percent in the industries that eXpestthan 25 percent of their output. About
one-tenth of the employees (born during 1975-85kwomanufacturing, which represents
a sub-sample that will be used in later regressiongich the export rate changes over time,

rather than being fixed at its 2006 level as indherall sample.

Monthly wages in export-intensive industries argp@éécent higher overall and 52.3 percent
higher in manufacturing. However, since the gafhenaverage export rate is higher for the
economy as a whole than in manufacturing, these geffect a gap of 1.1 percent in wages

for each percentage point in the export rate inatmaysis of both the entire economy and
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only manufacturing. Recall that the main researgtstjon is to what extent this gap reflects
the individual characteristics of the workers andfther characteristics of the company in
which they are employed and to what extent it otfl@ causal relationship between working
in an exporting company and wages. The large @iffees in the characteristics of workers
between export-intensive industries and the othersd to imply that observable
characteristics are to a large extent responsiinighfe gap. Thus, although the age and
experience of the worker are quite similar acrbssindustry groups, men tend to work in
export-intensive industries, and the years of skkthgf workers in export industries are
higher by 0.5 years and 0.8 years in the economg a#hole and in manufacturing,
respectively. Comparing the cognitive abilitieglod workers using psychometric scores and
matriculation scores in math again shows the adwggnof working in the export-intensive

industries.

With respect to the estimation results, the regoessoefficient of the export rate, which
appears in Column (2) in Table 2 (the regressiotihaut any controls), constitutes the
starting point of the analysis. Its value of 0.94tplies that an increase of one percentage
point in the export rate is correlated with an @age of 0.945 percent in monthly wages. This
relationship, which is based on an analysis ofcitinuous export rate, is similar to that
obtained by way of the descriptive statistics, imick the average wage in industries that
export more than 25 percent of their output waspamed to the rest of the industries and a

gap of 1.1 percent in wages was found for eachepéaige point in the export rate.

The next stage in the analysis implements the ssgre specification described by Equation
(2) in Section 3. In Column (2), the individualsadic characteristics, i.e. gender, years of
schooling, experience and experience squared, @argotled for, as is the practice in

Mincerian wage regressions. Controlling for thesaracteristics when considering the entire
sample for the year 2015 generates a coefficie®t @, which implies that an increase of
one percentage point in the export rate is accomgdoy an increase of 0.72 percent in

wages.

Column 3—4 and Column 5-6 in Table 2 present tgeessions for the workers for whom

there are data on matriculation scores in mathvaokers for whom there are data on
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psychometric scores, respectivelyhe left-hand column in each pair of columns idelsi
basic Mincerian controls, while the right-hand eotu in each pair controls for the
matriculation score or the psychometric score dk ®@entrolling for these scores lowers the
export coefficient in the regression to a negligilsalue of about 0.04 percentage points in
both cases, such that the coefficient when comgplfor the matriculation score or the

psychometric score (Column 4 and 6) ranges from pegcent to 0.66 percent.

In the next stage, controls are introduced fordixadividual characteristics (FE) (Table 3).
This estimation essentially captures the effe¢hefchange over time in the export rate that
characterizes a given individual’s place of worktloe wage. Figure 1a presents the maximal
change for each individual in the export rate thetracterizes his place of work. The results
imply that the export rate for many individuals nbas over time to a not insignificant extent.
In the sample for the entire economy, more thahdfdhe individuals moved to an industry
with an export rate that differs from that of theirevious place of work at least once.
Furthermore, the most common (maximal) changebigp@ccentage points in the export rate,
and more than 10 percent of the sample experiahdadhe sub-sample of the worker panel
datafile, which only includes manufacturing, theiaace is based both on the movement of
workers between industries and the change in thererate of a given industry in which the
individuals was continuously employed. About 55ceat of the individuals experienced a
change in export rate, and the change is concedtnathe lower segment of the distribution,
due to the fact that the differences in export veitein manufacturing are more moderate.
The most important conclusion to be drawn from tveph is that estimating the effect of
the export rate, which changes over time, on wagésased on a not insignificant level of

variance.

The results of the regressions that include FEtHersample of all industries, during the
period 2008-15, are presented in Column 1 of T&8blehe export rate coefficient is 0.39
percent as compared to about 0.65 percent witheiBble 2). This is a significant decline
and reflects the importance of tracking individualer time and controlling for unobservable
characteristics, rather than only observable olme€olumn 2, | focus on manufacturing,

6 The matriculation data for the 1977 cohort arey quartial and therefore the sample includes ongy th
1978 and later cohorts for whom data on math masiion is available.
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which is relatively homogenous compared to the alexconomy, and most of its sub-
industries export at one rate or another. Focusimghanufacturing significantly lowers the

coefficient to 0.126 percent.

It is worth noting that although the estimationsTiable 3 deal with the classic selection
problem, according to which skilled workers tenaviark in companies that export more and
earn more relative to other workers, they are wtilherable to the econometric concern that
workers whose skills improve over the course ofrticareer (beyond the influence of
experience which is controlled for) will move tongpanies that export more and will benefit
from higher wages. The potential bias in this éagmsitive, such that the “true” coefficient
may be lower and not statistically significant. Mdmeless, identifying the decline from the
simple correlation reflected in a coefficient 0945 percent for each percentage point in the
export rate to approximately 0.13 percent has vilutself.

In summary, the regression coefficient of the ekpate in Column 1 of Table 2, which does
not include any controls, is 0.945 percent antiéshighest value obtained among all of the
regressions in the study. This value is represedoyatie full right-hand column in Figure 2.
The coefficient drops to 0.66 after controlling tbe individual’s characteristics (including
psychometric score). Therefore, the contributiomnadividual observable characteristics to
the gross gap is the gap between these two val@B5—the green section of the right-hand
column). The addition of the fixed effect on thdiindual level reduces the coefficient from
0.66 to 0.39 (a gap of 0.27—the orange sectiompalRi, focusing on manufacturing reduces
the coefficient to 0.126. The gap between 0.39aha6 (0.263 — the grey section) represents
the contribution of industry characteristics wHild 26 represents the component that is as
close as possible to the causal relationship betwee export rate and wages, at least

according to the analysis in this section.

b. The results of the analysis on the basis of the Mafacturers Survey file

Table 5 presents descriptive statistics for onecex¢ of the sample period, namely the year
2010. The sample includes 1,387 companies foreat and these are divided into pentiles
according to their average export rate for allted yyears during which they appear in the

sample. The most notable result in the table isatie of any real difference in the quality of
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workers in the first three pentiles of the expater(according to their education) or in their
wages. Furthermore, the average age of workefgesetcompanies is about 40 in all of the

pentiles, and most of the workers are men (aboyerent).

Table 5 presents the change in the coefficienhefdffect of the export rate on wages as
control variables are gradually added. The coeficivithout controls is 0.58 percent and it

declines to 0.45 percent after controlling for aliable individual characteristics.

In the next stage, the FE for individuals is adtedhe analysis. Figure 1 shows that the
export rate of the companies did not change irc#se of 57 percent of the individuals who
work for them. For about 35 percent of the indiliy the export rate of their place of work
changed by more than 5 percentage points, indgdtiat the estimation that exploits the
change in the export rate for given individualsased on sufficient variation. The estimation
shows that the coefficient continues to decline-#10.45 percent to 0.16 percent—atfter
controlling for the unobservable fixed effect (ki )ndividuals. This value is similar to that
obtained for manufacturing in the analysis whicitiageid the worker panel datafile (about
0.13 percent; Column 2 in Table 3) while using ame¢ontrols. This similarity points to the
robustness of the results, which appear not batsent the structure of the files (a panel
of workers or a panel of companies); to whetheretkygort rate is an industry average or is
more disaggregated at the company level; or tovdr®us estimation periods (2008-15
versus 1995-2010).

Controlling for the size of the company (numbereofployees) reduces the coefficient
somewhat to 0.1 percent. This result reflects thgtwe correlation between size and export
rate and is consistent withiskhoki and Redding (2010). Thus, companies with high
productivity manage to expand up to the thresholdtach it is worthwhile for them to

absorb the fixed costs required to export theipoytand they are able to continue paying
high wages in order not to lose the investmenhejob match and in the specific human

capital that the worker has accumulated duringhiser time with the company.

Column 5 and 6 in Table 5 present the effect obttteof exporting itself on wages (a dummy
variable equal to 1 when the company exports aoith€wise), rather than the effect of the
export rate, while controlling for the fixed effd€iE) on the level of the individual. It can be

concluded that moving to an exporting company (bemvan existing company starts to
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export) increases a given worker's wage by 4 permerthe Manufacturers Survey sample
(Column 5). Column 6 shows this gap for the lovenct of the export rate, so as to focus on
more similar companies and to estimate the extenhich the move from a negligible export
rate to a positive though relatively low exporteraaises a worker’'s wage. The coefficient
obtained is lower than that for the entire samplastill positive and statistically significant

(2 percent).

The analysis so far has not dealt with the selagtimblem on the level of the company.

Successful companies tend to both export and gyehiwages. One of the ways of dealing
with this problem is to include a fixed effect hetlevel of the company. However, and as
discussed in Section 3, it is unclear whether amuahpanel regression with a fixed effect on
the company level will produce a coefficient wittbaomic significance for the effect of the

export rate on wages. Recall that the addition fofead effect on the company level focuses
the analysis on the effect of changes in the exptetfrom year to year. In theory, this is the
optimal control for unobservable company charasties. However, year-to-year changes in
the export rate for a given company may refleceliazed noise that is not expected to
influence the company’s wage policy.

In order to solve the selection problem on the camygevel, the Manufacturers Survey data
is aggregated from the worker level to the compangl and the 15-year sample (1996—
2010) is grouped into three-year periods. Contigllifor worker characteristics is

accomplished with the average on the company larel, a fixed effect is added on the

company level.

Table 6 presents the results for the estimatiossrd#ed above. The coefficient of the export
rate in Column 1 is not significantly different fnazero. In other words, changes in the export
rate over time between three-year periods doesaffett the average wage paid by the
company. In order to verify that this result doex reflect insufficient variation in the
companies’ export rates over time, the sample waated so as to include only companies
whose export rate changes by at least 10 percanttbe sample period. In this case, the
result obtained is again not statistically diffaréiom zero. These estimations are repeated
in Column 3 and 4 but only for companies includethie sample three times (i.e. three three-

year periods). In this case as well, the resuibisstatistically different from zero.
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Apart from dealing with the selection problem oe tompany level as described above,
focusing on the effect of changes in a given comparer time resolves the identification
problem that is due to the “general equilibriumipeon”. It may be that the difficulty in
identifying the effect of the export rate on wagedue to the fact that the increase in a given
company’s export rate leads to an increase in tgew of that company, which in turn leads
to an increase in wages also among its competitbich export less. Thus, it is not possible
to identify the effect of the increase in the expate on wages, even if it does exist. The
analysis over time with the addition of the fixeffeet does not expose this threat since it

focuses on the change in exports and in wagegjivea company.

In contrast, although the estimations in Table & @ath the classic estimation problem—in
which successful companies export more and payehighages compared to other
companies—they are not immune to the econometneaththat companies which are
becoming more successful increase their exportamatepay higher wages. However, the
potential bias from this threat is positive andegivthat the coefficient is in any case not

statistically different from zero, this concermisgligible.

The comparison using the AKM decomposition betwiaencurrent analysis and that based
on the worker panel leads to the following insiglfisst, the simple correlation between the
export rate and wages is less than 0.35 in theeguanalysis based on the Manufacturers
Survey. This value reflects the larger contributiafi the observable individual
characteristics—an expected result in view of #et that individual characteristics are more
heterogeneous for the entire economy than only m@anufacturing—and the larger
contribution of industry heterogeneity in the emteconomy. Finally, the analysis on the
basis of the Manufacturers Survey makes it posdiblelentify the contribution of the
companies’ unobservable characteristics. Thuseas s Table 6, a coefficient that is not
statistically different from zero is obtained aftantrolling for companies’ unobservable
characteristics, such that the blue segment igithgh (the premium in manufacturing after
controlling for companies’ unobservable charactes$is equal to zero and does not appear
in the graph.

In order to illustrate the economic meaning of Yaeous coefficients and the gap between

them, we multiply them by 25 in order to reflece tthange in wages as a result of moving
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to an industry/company in which the export rat@3spercentage points higher. If we relate
to the statistical correlation as a causal relatigmthen such a “move” would increase the
worker’s wage by 24 percent if it is between twonp@anies in the economy (on the basis of
the worker panel datafile). However, according ie tegression results, the individual
characteristics (both observable and unobservabl&yibute about 14 percentage points of
the 24 percent and if account is also taken of strguneterogeneity and the companies’

unobservable characteristics we are left with anowen of between 0 and 3 percent.

c. The regression results for the PIAAC data

This section presents the analysis based on thA®Rurvey, which has the following two
goals: to confirm the findings in the previous gat$ on the basis of an additional database
and to enable an international comparison that lvéllpresented in the following section.
Additionally, the datafile makes it possible to lgma hourly wages, unlike the analysis in
the previous section which was based on monthlyewa@olumn 1 presents the simple
correlation between the export rate and monthlyesaghile Column 2 presents the same
relationship for hourly wages. The simple correlatior monthly wages is 0.62 percent while
for hourly wages it is 0.56 percent. Both are wedkan that found using the workers panel
datafile, but are similar to the result obtainethgghe Manufacturers Survey datafile. The
lack of any significant difference in the powertbé relationship for monthly versus hourly
wages is encouraging, as it provides evidenceliesdnalysis in the previous sections based
on hourly wages (data on workhours is not incluishetihe workers panel datafile) does not

significantly compromise the quality of the anadysi

Controlling for the Mincerian characteristics weagdhe relationship between the export
rate and hourly wages from 0.56 percent to 0.426gp¢ while controlling for the PIAAC
score reduces the coefficient to 0.34 percent. ©binty for company size reduces the
coefficient to 0.29 percent and adding dummy vademkfor each sector reduces the
coefficient to 0.23 percent. It is worth noting thitais not possible to control for the fixed
effect (FE) on the level of individuals or indussi Nonetheless, the effect of the export rate
on wages (hourly in this case) is not significamifferent from the coefficients obtained in

previous sections with controls (0—0.15 percent).
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5. An international comparison of the export wage prerium using the PIAAC data

Similar results for the export wage premium (whidilects a causal relationship) are
obtained in the analysis based on the PIAAC dathimithe analysis based on the worker
panel data. Since the PIAAC data produces resultisifael that are not biased to any major
degree, there would appear to be value in an iatemal comparison of the export wage

premium between Israel and other countries.

Figure 3 shows that the magnitude of the simpleetation between the export rate and
wages in Israel is an outlier relative to other rdaes within the sample. In contrast,
controlling for individual characteristics, compasige, and industry reduces the coefficient
of the export rate to within the vicinity of thoder other countries. However, and
notwithstanding this similarity, it can be saidttiralsrael the export wage premium remains
relatively high and is third-ranked after Norwayddbreece (Figure 3 is sorted according to

the premium with controls).

A comparison between Israel and Norway shows tiatgtoss gap in both is particularly
high relative to those of other countries. Howewdrile in Norway the premium for exports
remains almost identical even after controlling ftbe characteristics of workers and
employers, the premium in Israel drops to a muebtetorange. In other words, the simple
correlation in Israel primarily reflects the chaeatstics of workers and to some extent also
the characteristics of employers, while in Norwde tsimple correlation reflects a
relationship between exports and wages that mapabsal. Figure 4 provides evidence that
the contribution of individual and company charastes to the simple correlation in Israel

is the largest among the sample of countries.

The relatively strong simple correlation in Isrbetween exports and wages is consistent
with the finding reported in Bank of Israel (2018)cording to which labor productivity in
the export industries in Israel is particularly tigelative to other industries, even more so
than in other countries. Moreover, the fact that ghoss gap in Israel, after controlling for
individual and industry characteristics, experiehtiee largest drop is consistent with the
particularly large gaps in the quality of humanitaghat exist in Israel between industries
in the economy, which goes hand-in-hand with gapalbor productivity (Bank of Israel,
2016; Brand and Regev, 2016).
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6. Conclusion

In this study, | have examined the extent to wtilod positive correlation between being
employed at an exporting company and wages reflactsausal relationship between
exporting itself and wages. When various chareasties that are correlated with exports and
wages are not controlled for, every percentagetpoian industry’s export rate is correlated
with a one-percent increase in wages. Three methoglsused to show that the causal
relationship is much weaker. Thus, controlling fitve observable and unobservable
characteristics of individuals in a worker panefadite, while focusing on manufacturing,
reduces the return to approximately 0.13 percehe fiesults of the analysis using the
Manufacturers Survey datafile also show that wheoharacteristics are controlled for then
every percentage point of the industry export itmrrelated with a 0.6 percent increase in
wages, while controlling for observable individuziaracteristics reduces the estimated
return to 0.45 percent and controlling for unobaete individual characteristics is sufficient
to reduce it to 0.16 percent (which is similartie tfinal” level obtained for manufacturing

when using the worker panel datafile).

In order to deal with the potential problem of sélen on the company level, | aggregated
the Manufacturers Survey data from the worker Iéoghe company level and divided the
15-year sample period (1996-2010) into five threaryperiods. It was found that after
controlling for worker characteristics on the compé#evel and adding a fixed effect at the
company level, the changes in the export rate bwer between the three-year subperiods

do not have an effect on the average wage paitldogampany.

Finally, I found that when using the PIAAC samptedafter controlling for a variety of

characteristics, including worker skills, the pramifor working in an exporting company

is similar to that obtained by means of the twceotthatafiles, i.e., about 0.2 percent. | also
found that while the simple correlation between é¢xport rate and wages in Israel is an
outlier relative to other countries in the PIAAGrgae, controlling for characteristics reduces
the coefficient of the export rate to a range ihatmilar to those obtained for other countries,
even though it is still somewhat higher than forstnaf them. The fact that the gross gap in
Israel, after controlling for individual and indnsicharacteristics, experienced the largest

drop is consistent with the particularly large gapshe quality of human capital that exist
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between industries in Israel and in particular le&mvexporting and non-exporting industries,

which is consistent with the gaps in labor produitti

The main conclusion from this research is that geokable individual characteristics, the
identification of which was made possible by thethods used in the research, are
particularly important factors in the identificatiof the gap between the simple correlation
between the export rate and wages and the calaabnship. Identifying the gap between
the simple correlation and the causal relationslaip economic importance since it reflects
the difference between a mistaken hypothesis, nathat if a worker moves from a non-
exporting company to a company that exports, saye2cent of its output, the result will be
a 23 percent increase in his wage, and the hypetties | have found support for in this
research that the move will raise the worker’'s whagenly a few percent in the best case

and not at all in the worst case.

24



References

Amiti, M., & Davis, D. R. (2011). Trade, Firms, aMdages: Theory and Evidencéhe
Review of Economic Sudies, 79(1), 1-36.

Bank of Israel Annual Report for 2013, Box 2.1 (@#&g) in Chapter 2, “Aggregate Activity:
GDP and Employment.”

Bank of Israel (2016), “Basic Skills of Workers lisrael and Productivity by Industry,”
Collection of Policy and Research Papers. [Hebrew]

Bernard, A. B., Jensen, J. B., & Lawrence, R. 298). Exporters, Jobs, and Wages in US
Manufacturing:  1976-198Brookings Papers on  Economic  Activity.
Microeconomics, 1995, 67-119.

Bernard, A. B., & Wagner, J. (1997). Exports and c&ss in German
Manufacturing Weltwirtschaftliches Archiv, 133(1), 134-157.

Bernard, A. B., & Wagner, J. (2001). Export Entrynda Exit by German
Firms. Weltwirtschaftliches Archiv, 137(1), 105-123.

Brand, Gilad and Eitan Regev (2016). “The Dual Lrabtarket: Trends in Productivity,
Wages and Human Capital by Industry,” in the Stdtéhe Economy Report, Taub
Center.

Breau, S., & Righy, D. L. (2006). Is There RealtyEexport Wage Premium? A Case Study
of Los Angeles Using Matched Employee-Employer Dirtiernational Regional
Science Review, 29(3), 297-310.

Eaton, J., Kortum, S., Kramarz, F., & Sampognarq2B11). Dissecting the French Export

Wage PremiumPenn Sate University mimeo.

Gallo, Lior (2008). Export and Productivity—Evidendrom Israel. Discussion Paper
2011.08, Bank of Israel.

Greenaway, D., & Kneller, R. (2004). Exporting amdoductivity in the United
Kingdom. Oxford Review of Economic Poalicy, 20(3), 358-371.

Helpman, E., Itskhoki, O., & Redding, S. (2010kdnality and Unemployment in a Global
Economy.Econometrica, 78(4), 1239-1283.

25



Klein, M. W., Moser, C., & Urban, D. M. (2013). Eagting, Skills and Wage
Inequality.Labour Economics, 25, 76—85.

Melitz, M. J. (2003). The Impact of Trade on Intr@lustry Reallocations and Aggregate
Industry ProductivityEconometrica, 71(6), 1695-1725.

Par, H., & Nan, L. N. (2004). Exports as an Indicatn or Promoter of Successful Swedish
Manufacturing Firms in the 1990Review of World Economics, 140(3), 415-445.

Schank, T., Schnabel, C., & Wagner, J. (2004). Bxpp Firms do Not Pay Higher Wages,
Ceteris Paribus. First Evidence from Linked Emplelgenployee Data.

Verhoogen, E. A. (2008). Trade, Quality Upgradiagd Wage Inequality in the Mexican
Manufacturing Sector. The Quarterly Journal of Eruits, 123(2), 489-530.

Yeaple, S. R. (2005). A Simple Model of Firm Heggeoeity, International Trade, and

Wages. Journal of International Economics, 65(2201L

26



Figure 1
Distribution of Changes in the Export Rate Characteizing Individuals' Employmnent

a. File following employees
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Figure 2
AKM Decomposition: The Gap between Regression Estiations Based on the File

Following Workers and the File of the Manufacturing Survey
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Figure 3
The Export Premium in Hourly Wage: The Gross Gap aul the Gap after Controlling
for Characteristics based on PIAAC
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Figure 4
Contribution of Individual and Company Characteristics to the Export Rate Premium
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Table 1

Descriptive statistics of employees, based on expmtensity of the industry, 2015

Total economy

Manufacturing

Full Export Export Full s Export Export
sample 25% or less than ample 25% or less than
P more 25% P more 25%
Number F)f 925,706 179,455 746,251 98,342 70,803 27,539
observations
Export rate (%) 16.7 69.5 4.0 52.3 66.9 14.6
(28.7) (25.8) (5.3) (28.1) (18) (4.2)
Monthly wage 10,4445 | 16,038.0 9,099.4 13,215.6 14,711.8 9,368.8
(13321.6) | (24922.3)| (7838.7) (28768.1) | (33554.1) (6340.4)
Age 34.9 35.0 34.9 35.2 35.2 35.1
3.2) (3.2) (3.2) (3.2) (3.1) 3.2)
Share of men (%) 50.5 63.0 47.5 67.8 67.7 67.9
(50) (50) (50) (50) (50) (50)
Years of experience 13.8 13.2 13.9 14.1 13.8 14.8
(3.9 (3.9 (3.8) (3.9 (3.9 3.7)
Years of schooling 13.2 13.6 13.1 13.1 13.3 125
(1.8) (1.9 a.7) a.7) (1.8) (1.2)
Bagrut matriculation and psychometric test gralased on partial sample of individuals
for whom data is available
Psychometric test 553.0 594.9 538.4 569.6 577.7 525.7
(108.8) (100.5) (107.8) (105.3) (102.9) (107.5)
Number of 370,351 95,545 274,806 37,232 31,495 5,737
observations
Bagrut
(matriculation) 84.9 91.1 83.2 85.7 87.9 77.4
grade in math (22.1) (23.1) (21.4) (23.2) (23.2) (21.2)
Number of 398,221 88,100 310,121 38,238 30,429 7,809
observations

Notes In parentheses - standard deviations. The exptatby industry (as of 2006) in the 2-digit indysh
which the individual was employed in 2015.
SOURCE: Employer-employee file of the Central Bureau t#tiStics, people born 1975-85.

31




Table 2
The impact of the per-industry export rate on wagenet of employees' observed characteristics,

cross-sectional data for 2015

Born in 1978 or later, with § ~ With a psychometric
Total sample bagrut diploma in math test grade
1) 2) 3) 4) ©) (6)
Export rate (%) | 0.945™ 0.723" 0.670™ 0.637" 0.701™ 0.661"
(0.00286) | (0.00267) (0.00357) (0.00359) (0.00345) | (0.00351)
Years of 0.157" 0.118" 0.0980™ 0.109™ 0.0918"
schooling (0.000436) | (0.000604) | (0.000676) | (0.000633)| (0.000701)
Gender 0.374" 0.374" 0.373" 0.352™ 0.324™
(0.00153) (0.00227) (0.00226) (0.00239) | (0.00244)
Age 0.0669" 0.0905" 0.107" 0.123" 0.143"
(0.00594) (0.0162) (0.0161) (0.00914) | (0.00911)
Age? -0.000539" | -0.000695" | -0.000866" | -0.00115" | -0.00141"
(8.49e-05) | (0.000242) | (0.000241) | (0.000131)| (0.000130)
Grade on bagru 0.00369"
test in math (5.67e-05)
Psychometric 0.000667"
text grade (1.22e-05)
Intercept 8.797" 4.898" 4.906™ 4.526" 4.489" 4.006™
(0.000950)| (0.103) (0.269) (0.268) (0.158) (0.158)
Number of 925,706 | 925,706 398,221 398,221 370,351 | 370,351
observations
R-squared 0.105 0.253 0.249 0.256 0.260 0.266

*p<0.1, *p<0.05. **p<0.01.

Notes In parentheses - standard deviations. The exptetby industry (as of 2006) in the 2-digit indysh
which the individual was employed in 2015.

SOURCE: Employer-employee file of the Central Bureau t#tiStics, people born 1975-85.
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Table 3
The Impact of the Per-industry Export Rate on Wages, with Controlling for Individual's

Fixed Characteristics, Total Economy vs. Only Manudicturing, Employees Panel for 2008—-15

All industries Only manufacturing
1) 2
Export rate (%) 0.389™ 0.126™
(0.00121) (0.00425)
Years of schooling 0.153" 0.128™
(0.000311) (0.000817)
Age 0.189" 0.141"
(0.000731) (0.00168)
Age2 -0.00194" -0.00128"
(1.15e-05) (2.57e-05)
FE at employee level Yes Yes
Intercept 2.654™ 4.136"
(0.0112) (0.0276)
Number of observations 7,276,263 745,437
R-squared 0.765 0.901

*p<0.1, *p<0.05. **p<0.01.

Notes In parentheses - standard deviations. The exptatby industry (as of 2006) in the 2-digit indysh

which the individual was employed in 2015.

SOURCE: Employer-employee file of the Central Bureau t#tiStics, people born 1975-85.
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Table 4

Descriptive Statistics of Employees, Cross-Sectiofor 2010 out of Companies Panel for

1995-2010

Export Quintiles based on Average Exports of alinpanies

Quintile Quintile | Quintile Quintile Quintile Full
1 2 3 4 5 sample
Number of companies 278 277 278 277 277 1387
observed
Maximum export rate (%) 0.4 5.7 334 74.7 99.4 99.4
Minimum export rate (%) 0.0 0.5 6.1 33.7 74.9 0.0
Median export rate (%) 0.1 2.0 125 56.2 88.7 56.2
Mean export rate (%) 0.2 2.3 135 56.9 88.0 48.5
(0.2) (1.4) (6.6) (12.7) (7.3) (38.8)
Number of individuals 18915 16043 | 19425 21150 54452 | 129985
observed
Monthly wage 8246.8 8856.3 8424.4 13257.1 14411.8 11746.8
(10494.3) | (9689.5)| (9331.7) | (12825.8)| (19413.4) | (15267.6)
Age 39.6 41.1 40.3 41.8 39.4 40.2
(13.1) (12.8) (12.7) (12.4) (11.3) (12.2)
Share of men (%) 0.7 0.7 0.7 0.7 0.7 0.7
(0.5) (0.4) (0.5) (0.5) (0.5) (0.5)
Years of experience 17.9 19.5 18.5 19.0 16.6 17.8
(13.3) (12.8) (12.8) (12.6) (11.4) (12.3)
Years of schooling 12.7 12.6 12.9 13.9 14.0 13.4
(2.6) (2.6) (2.5) (2.8) (2.7) (2.7

Notes In parentheses - standard deviations. The exptas and the quintiles refer to average exporévery
company as reflected in all the years in the santipéeother data refer to data on individuals ot @

SOURCE: Manufacturing Survey by the Central Bureau otiStias, 1995-2010.
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Table 5

The Impact of the Company’s Export Rate on Wage inManufacturing, Dynamic

Export Rates and Controlling for the Individual's Fixed Characteristics

Only manufacturing

individuals in For
companies in which

the export rate is
less than 33%

1) (2 3 4) ®) (6)
Export rate (%) 0.584™ 0.453™ 0.162" 0.102"
Coefficient in % (0.0879) | (0.0592) (0.0243) (0.0259)
Dummy variable for
positive exports . .
(greater than 0.5%) 3.97 1.98
Coefficient in % (0.0112) (0.00653)
Years of schooling 0.0656™
(0.00417)
Gender 0.466™
(0.0195)
Age 0.149" 0.147" 0.145" 0.145™ 0.126™
(0.00388) | (0.00417) | (0.00401) | (0.00405) (0.00304)
Age? -0.00156™ | -0.00105™ | -0.00103" | -0.00103" -0.000908"
(4.60e-05)| (4.67e-05)| (4.50e-05)| (4.52e-05) (3.56e-05)
Log of number of 0.0669™ 0.0730™ 0.0697"
posts (0.00679) | (0.00661) (0.0125)
Control for years No Yes Yes Yes Yes Yes
FE at the worker No No Yes Yes Yes Yes
level
Intercept 8.433" 3.757" 4.689" 4.402" 4.376" 4.771"
(0.0303) (0.111) (0.0961) (0.100) (0.102) (0.0672)
Number of 2,138,240| 1,989,382 | 1,989,382 | 1,988,726 | 1,991,636 953,717
observations
R-squared 0.062 0.393 0.889 0.890 0.890 0.895

* p<0.1, **p<0.05. ***p<0.01.
Notes: In parentheses - standard deviations.

The export rate changes each year based on theaogrmpwhich the individual is employed.

SOURCE: The Manufacturing Survey by the CentraldBurof Statistics, 1995-2010.

The dummy variable for positive export rate is givevalue of 1 only if the export rate of the compan
which the individual is employed is greater thah, @nd 0 otherwise.

35



Table 6
The Impact of the Company’s Export Rate on Wage inManufacturing, Company-Level

Sample, Divided into Five 3-Year Periods, Regressgiowith Controlling for the Company's

Fixed Characteristics, Panel of Companies, 1995-201

Only manufacturing - Divided into Five 3-Year Pelid
Companies that appear in at least 8
periods
Companies whose Companies whose
exports changed by ai exports changed by at
least 10 percentin a least 10 percentin a
given period given period
1) (2 3) 4
Export rate (%) -0.0191 -0.0318 -0.0112 -0.0345
(0.0228) (0.0230) (0.0232) (0.0235)
Years of schooling 0.0560™ 0.0938~ 0.0564™ 0.0878"
(0.00586) (0.0115) (0.00611) (0.0117)
Gender 0.475" 0.608™ 0.457" 0.570™
(0.0384) (0.0667) (0.0405) (0.0680)
Age 0.0482" 0.0360" 0.0567" 0.0438"
(0.00577) (0.0134) (0.00621) (0.0145)
Age2 -0.000375" -0.000230 -0.000482" -0.000339
(6.96e-05) (0.000162) (7.47e-05) (0.000178)
Control over periods Yes Yes Yes Yes
FE at company level Yes Yes Yes Yes
Intercept 6.175™ 5.939™ 6.043™ 5.913"
(0.150) (0.317) (0.159) (0.329)
Number of observation 6,260 1,572 4,830 1,410
R-squared 0.941 0.949 0.938 0.948

*p<0.1, *p<0.05. **p<0.01.

Notes In parentheses - standard deviations.
a The file was divided into five 3-year periodsr leach period, the average values were calculatedaich

company: wage, exports, schooling, gender, and age.
SOURCE: The Manufacturing Survey by the Central Bureastattistics, 1996—2010.
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Table 7

The Impact of the Export Rate on Monthly and Hourly Wage, with Controlling for Individual, Industry,

and Company Characteristics, Data from PIAAC File,2014

1) 2 3 4) 5) (6)
Monthly | Hourly Hourly Hourly Hourly Hourly
wage wage wage wage wage wage
Export rate (%) 0.621™ | 0.562" 0.425" 0.340™ 0.299™ 0.232"
(0.0729) | (0.0627)| (0.0602) (0.0603) (0.0619) (0.0892)
Years of Schooling 0.0819" 0.0561" 0.0498" 0.0483™
(0.00757) (0.00827) | (0.00846) | (0.00873)
Dummy variable for 0.199™ 0.183" 0.196™ 0.225™
male (0.0376) (0.0370) (0.0372) (0.0388)
Experience 0.0249" 0.0238" 0.0263" 0.0256™
(0.00661) (0.00650) | (0.00663) | (0.00660)
Expereience2 -0.000312 | -0.000241 | -0.00030Z | -0.000285
(0.000136) | (0.000134) | (0.000137)| (0.000137)
PIAAC score (average o 0.143” 0.132" 0.1177
literacy and numeracy) (0.0201) (0.0205) (0.0209)
Control for size group
(employed people)
10+ 0.0308 0.0374
(0.0500) (0.0505)
50+ 0.0788 0.114
(0.0530) (0.0545)
250+ 0.125" 0.158"
(0.0619) (0.0639)
1000+ 0.275" 0.322"
(0.0662) (0.0695)
Control for industry in No No No No No Yes
the agreement
Intercept 7.631" | 2.439" 0.927" 0.580" 0.635™ 0.599"
(0.0278) | (0.0244) (0.115) (0.123) (0.128) (0.151)
Number of observations| 1,459 1,347 1,340 1,340 1,298 1,298
R-squared 0.047 0.056 0.181 0.211 0.226 0.244

* p<0.1, **p<0.05. ***p<0.01.
Notes In parentheses - standard deviations.
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